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Overview

The dramatic increase in the complexity of IT infrastructures poses interesting monitoring and their
management challenges. While IT infrastructures have grown in scale, their increased complexity is
predominantly attributable to the several layers of software components that are used in these environments.
A simple site itself may comprise of at least three tiers - a web server tier that front-ends user requests, an
application server tier that hosts business logic components, and a database tier that hosts the business data.
Owing to the inter-dependencies between the software component tiers, a problem in one tier (e.g., the
database server) may ripple through and impact the other tiers (e.g., application server and web server). One
of the challenges in monitoring and managing IT infrastructures effectively is to identify exactly which of the
tiers is the cause of problem(s) in the IT infrastructure.

The last few years have also witnessed a radical shift in the way in which Internet servers are operated and
managed. Large and small corporations and enterprises alike have begun to outsource the hosting of their
servers with specialized Intemet Data Centers (IDCs) and Application Service Providers (ASPs). While the
hosting provider (IDC or ASP) is responsible for the hardware, and the network and software infrastructure,
the actual service operating on the hosted servers is the responsibility of the customer. The presence of
multiple, independent domains of control and responsibility poses interesting challenges in operating and
maintaining outsourced Internet services:

» Since the performance of a service depends on the network, system, and application components that it uses,
there is very often a lot of finger pointing when a problem occurs. Faced with severe competition, the hosting
providers have had to expend a lot of resources in troubleshooting customer problems. Consequently, their
support costs are high.

» Asecond complication in hosted environments is that different customer web sites and IT infrastructures can be
hosted in the same network. Sometimes, different sites may even be supported on the same hardware (such a
configuration is often referred to as shared hosting). Usage, performance, and availability measurements
pertaining to a customer’s IT infrastructures is perceived as being sensitive information that cannot be revealed
or shared with other customers.

> In other cases, the different customer systems may be in different domains, probably using different IP
address ranges. To protect the integrity of the customer environments, these systems may even have
private, intemal IP addresses that are not accessible from the open Intermet. Consequently, a
monitoring system for hosted environments must be capable of monitoring environments with multiple
demilitarized zones, each with a set of IP private addresses.

Traditionally, monitoring systems have been viewed as a cost-center, being mostly used to improve the
efficiency and internal operations of enterprises, corporate IT departments, and also IDCs. Since most
monitoring systems are interal focused, hosting providers have used these systems primarily for their
internal operations. Typically, customers of the hosting providers do not have a real-time view of the status
and performance of their services and servers. Instead, they have to be content with weekly and monthly
reports mainly focused on server and network usage.
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Many existing monitoring solutions do not handle the challenges posed by the multi-domain nature of hosted
environments. Moreover, they lack the ability to clearly demarcate whether a problem is caused in the
customer domain or in the hosting provider's domain. Furthermore, faced with severe competition, many
hosting providers are also looking to offer new, value-added monitoring and optimization services to their
customers. Such a solution must be capable of:

» Offering real-time views of the status of a customer’s hosted environment. The view displayed to a customer
must be customizable for the specific customer - i.e., the customer must only be capable of viewing the status
of the servers / applications that they have paid for. More importantly, real-time access to performance
information can enable a customer to understand changes that are happening in their infrastructure in real-time
and to react to these changes instantly so as to be able to offer optimal performance to their customers.

» Handling security issues across customers - i.e., one customer should not be able to view the status of another
customer’s environment.

» Clearly demarcating where a problem may originate in the hosted environment - i.e., whether in the customer
domain or in the service provider domain. Such a capability can significantly decrease support costs for the
service provider.

» Operating across customer environments in different IP address ranges, with multiple levels of firewalls
between these environments.

Operator

Customer B

Y Agent &=
Y * E
Tt
\—JOperator —

Figure 1.1: Retrofitting existing monitoring solutions for hosted environments

Many service providers are retrofitting existing monitoring solutions to meet these needs. As can be seen in
Figure 1.1, in this architecture, service providers have to use separate managers for each customer supported
by the hosted environment.

The drawbacks of this approach are :
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» The need to own and operate multiple managers. First, separate hardware is required to host each manager.
Second, the software costs - for the manager, the manager’s database, etc., have to be borne individually by
each customer. This need for multiple independent managers makes the overall solution proposed Figure 1.1
very expensive.

> In the architecture of Figure 1.1, even if the same hardware is used to host different customers (i.e., shared
hosting), the agents required per customer may have to be distinct, so as to preserve the security of each
customer’s data.

1.1 eG Enterprise

eG Enterprise is a virtual, private monitoring solution for hosted environments. eG Enterprise is virtual,
because it does not involve a dedicated manager per customer. Instead, the cost of the manager component
is amortized among all the customers of the hosted environment. Moreover, eG Enterprise is private because
although the manager component is shared, this component is designed so as to preserve the privacy that is
provided to customers in a dedicated solution such as the one in Figure 1.1. A web-based interface supported
by the manager enables different customers to login to the central manager and obtain customized views of
the monitored environment.

Many large enterprises too can benefit from eG Enterprise. Large enterprises often consist of multiple
independent organizations that share a common network and server infrastructure. There are security
constraints between these organizations. eG Enterprise's virtual monitoring architecture can be used to
provide independent, personalized views for administrators of each of these organizations.

1.2 Distinguishing Features of eG Enterprise

The key features of eG Enterprise that make it a preferred monitoring solution for enterprises, IDCs, and
ASPs include:

1. Integrated monitoring of the entire hosted infrastructure - ranging from networks to systems to
applications.

2. Automated single-click root-cause diagnosis: Using sophisticated correlation techniques, the eG
manager performs correlation in two phases to deduce the root-cause of problems. While the first phase
involves correlation across the network, system, and application layers of an IT infrastructure component,
the second phase involves correlation across the entire IT infrastructure, taking into account the
interdependencies among components. The root-cause of problems can be reported to users over the
web, via email, pager, etc. Unlike many competing solutions that require a lot of customization to perform
correlation, eG Enterprise includes this correlation capability out-of-the-box, and requires no site-specific
set-up and customization to enable the correlation.

3. The virtual manager architecture that allows hosting providers to offer revenue-producing monitoring
services to customers. The main feature enabled by the virtual manager architecture is personalization.
Every customer of a service provider (ASP/IDC/MSP) has exclusive access to specific infrastructure and
application components being supported by the service provider. To provide personalized views of the
hosted environment for every customer, the eG manager is designed as a number of virtual managers, one
for each customer. A virtual manager corresponds to a specific customer, and provides customized, real-
time views of the hosted infrastructure for each and every customer enabling him/her to remotely track
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their on-line presence. To enable service providers to offer monitoring as a service, the eG manager allows
subscription-based access for customers. At the same time, to make it simpler and less time consuming
for service providers to support the monitoring service, the eG manager provides automated subscription
tracking and alerting.

Real-time monitoring of real web transactions: The experience that an eBusiness offers to its
customers is governed predominantly by how well the application components that support the eBusiness
perform. While some products use emulated requests and log analyzers to monitor web transactions, eG
Enterprise uses a novel web adapter technology to monitor real user transactions.

Novel layered presentation model: eG Enterprise’s web presentation model is specifically tailored for
hosted environments wherein the hosting provider is responsible for the hardware and network
infrastructure, and the customer is responsible for the software applications. By depicting each IT
infrastructure component as a collection of layers, and monitoring each of the layers independently, eG
Enterprise is able to pinpoint which of the layers is the root-cause of problems. The isolation of problems
that this layered presentation model enables is especially useful for clearly demarcating between problems
in the service provider domain and the customer domain, and can significantly reduce support costs for the
service provider.

. Centralized administration and update via a centralized web console: A centralized user
management module simplifies the creation and administration of custom views. The distributed operation
of the eG agents can be controlled from a web-based administrative interface. Auto-discovery of
components, configuration of the component topology, turning on and off individual tests, changing the
frequency of a test and the test's parameters, updating the thresholds for every individual measurement,
changing alarm policies, can all be made from an administrative interface.

. Scalable architecture: eG Enterprise can scale the same way as the websites can scale to handle
increased load. This is mainly due to the fact that eG Enterprise relies totally on web based mechanisms
for both communicating and reporting.

Figure 1.2 shows the platforms that eG Enterprise supports.

Platform Version
Solaris 7,8,9,0r10
Red Hat Enterprise Linux 3 (or above)
Windows 2003, 2008, XP, Vista, 7, 8, 2012
AIX 433,5x,6.1,7
HP-UX 10 and above
Free BSD 5.4
Tru64 51
openSUSE 11 (or above)
CentOS 5.2 (or above)
Oracle Linux 6.x (or higher)

Figure 1.2: Platforms supported by eG Enterprise

Figure 1.2 summarizes the monitoring capabilities of eG Enterprise.
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Component Type

Component Brand

Web servers

Apache, Microsoft IIS, IBM HTTP Server, Oracle HTTP Server, Sun
Java Web Server, NGINX web server

Web application servers

WebLogic, ColdFusion, Sun Java Application server, Microsoft
transaction server, WebSphere, SilverStream, Jrun, Orion, Tomcat,
Oracle 9i OC4J, Oracle Forms Servers, Borland Enterprise Servers
(BES), JBoss, Domino application server, GlassFish Enterprise Server

Database servers Oracle, Oracle RAC, Microsoft SQL server, DB2 UDB, DB2 DPF,
Sybase, MySQL, SQL clusters, Backup SQL, Intersystems Cache,
PostGre SQL, Oracle RAC, DB2 DPF, SAP HANA

Network devices Cisco routers, Cisco Catalyst switches, Baystack hub, Cisco VPN,

Network nodes, Local director, Juniper SA and DX Device, 3COM
CoreBuilder switch, Big-IP/F5 Load Balancer, Brocade SAN switches,
Alcatel switches, Generic Fibre Channel switches, Cisco SAN
switches, Cisco CSS, Cisco ASA, F5 Big-IP Local Traffic Manager
(LTM), Coyote Point Equalizer, Coyote Point Load Balancer, Juniper
EX Switch, Open VPN Access

Microsoft Applications

Active Directory, BizTalk server, Windows Internet Name Service
(WINS), DHCP server, MS Print server, MS Proxy Server, MS File
server, ISA Proxy server, Microsoft System Management Server,
Microsoft Dynamics AX, Windows clusters, MS SharePoint, FAST
Search for SharePoint 2010/2013, Terminal Services Licensing server,
Microsoft Dynamics CRM, Microsoft Project 2010, Microsoft DFS,
Microsoft Lync

Firewalls

Check Point Firewall-1, Cisco Pix, Netscreen Firewall, FortiGate
Firewall, Microsoft Forefront TMG, Sonic Firewall, WatchGuard
Firewall

Terminal servers

Citrix MetaFrame 1.8, XP server, Citrix XenApp server, Microsoft RDS
server

Other Citrix Products

Citrix Secure Gateway, Citrix Secure Ticketing Authority, Citrix Web
Interface (NFuse), Citrix Access Gateway, Citrix Netscaler LB,
Netscaler ADC, Citrix StoreFront, Citrix Branch Repeater, Citrix
XenDesktop Director, Citrix XenDesktop Site, Citrix CloudBridge

Citrix XenMobile

Citrix XenMobile MDM, Citrix ShareFile, Citrix AppController, Citrix
Storage Zones

Email servers

Microsoft Exchange 2003/2007/2010/2013, Instant Messenger on the
Exchange 2000 server, Lotus Domino R5, Sun Java Messaging, Qmail
server, AsyncOS Mail, Postfix mail

Backup servers

Symantec Backup, Veeam Backup

Messaging servers

MSMQ, IBM MQ, FioranoMQ, Novell Groupwise, Tibco EMS
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Component Type

Component Brand

SAP

SAP ABAP server, SAP Internet Transaction server (ITS), SAP Web
Application server, MaxDB

Virtual Infrastructures

VMware® ESX Servers 3/3.5/ESXi, Solaris Containers, Microsoft
Virtual Server, Solaris LDoms, Citrix XenServer, VMware vCenter,
Microsoft Hyper-V, AIX LPARs on IBM pSeries servers, IBM HMC
server, Citrix Provisioning Server, Oracle VirtualBox, RHEV Server,
RHEV manager, VDI-in-a-Box, KVM, Quality virtual desktop, Oracle
VM server, Oracle VM Manager

Connection Brokers

Virtual Desktop Manager, Leostream connection broker, Xen Desktop
Broker, VMware View, Oracle VDI Broker

SAN Storage Devices

Hitachi AMS, Hitachi USP, HP EVA StorageWorks Array, IBM DS
RAID Storage, EMC CLARIiON, Dell EqualLogic, NetApp USD, EMC
VNX Unified Storage, HP P2000 SAN, IBM Storwize V7000, Atlantis
ILIO, QNAP NAS, Data Domain, InfoBlox

Other Operating Systems

Generic SNMP, Generic Netware, AS400 server, OpenVMS server, Mac
oS

Siebel Enterprise

Siebel Web Server, Siebel Application Server, Siebel Gateway

Figure 1.3: IT infrastructure components monitored by eG Enterprise
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System Architecture

Before getting into the details of how eG Enterprise is installed and configured, it is imperative for a user to
understand the architecture of eG Enterprise. A thorough understanding of eG Enterprise architecture can
enable the user to deploy and use eG Enterprise product effectively. This chapter delves into the details of eG
Enterprise’s architecture.

eG Enterprise follows the manager-agent architecture that has been widely used in the past for designing
monitoring systems. While the manager is a software component that controls what elements are monitored
and how frequently they are monitored, the agents are software components that perform the monitoring
functions. Figure 2.1 depicts the main components of eG Enterprise and the following sections describe these
components in detail.

@ Cog%g)uration,

Store measurements, Thresholds
thresholds o Agent
- Manager <« ;

Retrieve measuremenls, Measurement results
Database  thresholds A @

Monitored | | Configuration
Information| | Information

® || @

/
User Interface

Figure 2.1: Main components of eG Enterprise

2.1 Manager

The eG manager is responsible for coordinating the functioning of the agents, analyzing the reports from the
agents to determine whether any problems exist, and for handling user requests to eG Enterprise. The main
functions of the manager are:

1. Environment discovery: The manager discovers the components, applications, and network elements
that exist in the environment.
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2. Agent specification: Based on the output of the discovery process, the manager specifies where agents
must be deployed in the target environment and what tests each agent should run.

3. Database storage of measurement results returned by agents.

4. Threshold computation to determine the normal limits for each measurement being reported by the
agents.

5. Alarm correlation: This involves diagnosis and reporting of the root cause of problems detected in the
target environment.

6. User interactions: The manager handles all requests from users to eG Enterprise.

The eG manager comprises of two major components:

» Virtual managers: The manager is designed as a number of virtual managers, one for each customer.
A virtual manager corresponds to a specific customer, and is responsible for providing customized
displays of the hosted environments for the customer. The virtual manager also handles license
tracking for a customer and generation of alerts in real-time for the customer. The virtual manager uses
a core set of functions supported by a second manager component called the main manager.

» Main manager: This component implements the core set of functions of the manager such as the
receipt and storage of the measurement results, threshold computation for the collected results,
analysis of the stored data for trending and service-level audits, alarm correlation for root-cause
diagnosis, user login, configuration of the user’s virtual monitored environment, etc.

In eG Enterprise implementation, the virtual managers are optimally implemented within the context of the
main manager process itself. 2.1 depicts the virtual private manager architecture.

John redirects
through his VM

Entry point > eG
to LYGP Supermonitor user @ Manager

SuperMonitor Manager directly accesses
the Manager
Elvis redirects
through his VM
-

Figure 2.2: Architecture of the virtual, private manager
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2.2 Agents

The agents monitor the environment by running periodic tests. The outputs of the tests are called
measurements. A measurement determines the state of a network / system / application / service element of
the target environment. For example, a Process test reports the following measurements:

1. Number of processes of a specific type executing on a system.
2. The CPU utilization for these processes
3. The memory utilization for these processes.

Agents use different approaches for testing the target environment. The tests can be executed from locations
external to the components that are responsible for the operation of the IT infrastructure. Agents that make
such tests are called external agents. These agents take an external view of the IT infrastructure and
indicate if the different services supported by the IT infrastructure are functioning properly or not.

Often external agents alone may not be sufficient to completely gauge the health of an IT infrastructure and to
diagnose problems when they occur. For example, it may not be possible to measure the CPU utilization
levels of a web server from an external location. To accommodate such situations, eG Enterprise uses
internal agents. An internal agent runs on a component that supports the IT infrastructure and monitors
various aspects pertaining to the component (e.g., CPU, memory, and disk utilization, the processes
executing on it, and the applications).

For making measurements, eG agents support various mechanisms. The Simple Network Management
Protocol (SNMP) continues to be the standard for monitoring network elements (routers, load balancers, WAP
gateways, etc.). Besides monitoring network elements, eG Enterprise also manages systems and
applications. SNMP is rarely supported at the application layer. Hence, for monitoring applications, eG
Enterprise supports various other mechanisms:

1. Emulated transactions: By emulating typical transactions from clients to different applications, eG
agents monitor various aspects of the component. For example, to measure the health of a web server, eG
agents use an HttpTest that emulates user accesses to the web server. Depending on whether and when
aresponse is received or not, as well as based on the status code returned by the web server in the Hyper
Text Transport Protocol (HTTP) response returned by the web server, the eG agent assesses the
availability of the web server and the response time for the request.

2. SNMP data collection: To monitor the various network elements and any other application components
that support SNMP, eG agents support SNMP-based monitoring.

3. 0OS-specific instrumentation: Operating systems already collect a host of statistics regarding the health
of the component and processes executing on it. For example, CPU, memory, and disk space utilizations,
network traffic statistics, process-related measures can all be collected using operating system specific
hooks. eG agents use these hooks to collect and report a variety of statistics of interest.

4. Application specific adapters: For monitoring specific applications, eG agents use custom adapters.
One example of a custom adapter is the web adapter. eG’s web adapter is designed to enable web sites
to collect statistics regarding user accesses in real-time, without the need for explicit logging of requests
by the web server. The web adapter is a layer that fits between the TCP/IP stack and the web server itself.
It can be thought of as a passive probe that watches the requests received by the web server and the
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responses produced by the web server. By applying a fast, pattern-matching algorithm on the packets that
flow by, the web adapter collects a variety of statistics regarding web sites and the transactions executed
by users at these sites. Details of the statistics collected by the web adapter are provided in the eG
Measurements Manual.

eG agents have been pre-programmed to execute specific tests for web servers, SSL servers, LDAP servers,
DNS server, Database servers, and web application servers. Please see the eG Measurements Manual for
details on the tests included in eG Enterprise.

O )

4 )

Config Information /V_
via HTTP/ HTTPS
Manager > Agent
¢ Core
Measurement results ——
via HTTP/ HTTPS Testers

N
-/ Agent

Figure 2.3: The manager-agent communication in the eG architecture

Figure 2.3 depicts the manager-agent interactions. All manager-agent communication happens over the HTTP
or HTTPS protocol. The agent uses tester threads, each of which is responsible for a specific test. The
main functions of the agent core are:

>

>
>

To read configuration information from the manager and determine what tests are to be executed on a
host.

To periodically refresh the configuration information from the manager and determine if any of the
testers needs to be stopped or restarted, or whether the configuration information for any of the tests
needs to be changed.

To read the threshold information from the manager and use it to determine whether the state of each
measurement is normal or not

To provide alarms to the manager in the event that the state of any measurement changes

To upload measurement results back to the manager for permanent storage.

Figure 2.4 depicts the typical deployment architecture of eG Enterprise. The eG manager is installed on a
component called the eG server. By default, an external agent is also hosted on this system. Internal agents
are installed on all the other components being monitored in this environment. The configuration of external
agents can be modified to suit the target environment. For example, in Figure 2.4, an external agent is located
within each customer’s network.

10
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Figure 2.4: Typical deployment architecture of eG Enterprise

2.2.1 Customizing Applications for Monitoring by eG’s Web Adapter

The HTTP protocol specification provides various status codes that are used by web applications to indicate
error conditions. For example, a response code of 404 indicates that a specific page was not found on the web
server. Likewise, a response code of 500 indicates a server-side processing error. As the Web has evolved to
support a variety of complex applications that involve dynamic rather than static content, application
developers have resorted to newer methods of informing users of application-level problems. For example,
rather than returning a 404 response code to indicate missing content (which results in the browser throwing
an error message), an application developer may choose to report the error by formatting it within a HTML
page (i.e., by providing a 200 response code) and providing additional user-friendly error messages such as
the email address of the web site’s administrator. The side effect of this approach is that the large number of
existing monitoring tools that primarily use the HTTP response code to detect application failures will not be
able to effectively detect and report problem conditions.

To enable eG agents to detect and report on such application-specific problems, eG’'s web adapter allows
applications to use a specific HTTP header variable called Eg-Status to report error conditions toit. To report a
specific problem, application developers should assign corresponding error codes (following the HTTP
protocol specification’s response code convention). For example, to report an application-specific error, an
application that uses Java technologies (JSP, Servlets, etc.) can incorporate the following code to set the Eg-
Status header value while generating a HTTP response:

11



SYSTEM ARCHITECTURE

response.setHeader("Eg-Status”, "500");

The eG web adapter searches the HTTP header of all responses generated by a web server. If the Eg-Status
header exists, the value of this variable is used to override the HTTP response code value. This method
allows application developers to indicate potential error conditions to the eG agents, without affecting the
output being provided by their applications to users.

2.2.2 Agentless Monitoring

To support environments where administrators may not be interested in deploying agents on every server, eG
Enterprise offers an agentless monitoring option. A remote data collector - called the Remote Agent - can be
deployed on a central server and using agentless interfaces (such as SNMP, NetBios/Perfmon, Secure Shell,
etc.), the remote agent can collect statistics on a number of servers/applications without needing agents to be
installed on each and every server. Details of the agentless monitoring approach and the tradeoffs in using
agentless monitoring as compared to agent-based monitoring are explained in Asset Management Asset
Management section of the Administering the eG Enterprise Suite.

Note:

Typically, the remote agent should be installed and configured on the same operating system and locale as
that of the servers that are monitored by that agent. In multi-lingual environments therefore, you would require
a remote agent for every locale that is in use - for instance, in environments with servers that support both
French and Japanese locales, you would require an exclusive remote agent for the French servers and
another for the Japanese servers.

2.3 Database

The eG database is responsible for persistent storage of the measurement results. Separate tables are
maintained for each of the tests being executed by eG agents. Besides the measurement tables, the database
hosts threshold tables for each test. A threshold table indicates the upper and lower ranges of the threshold
values for each measurement.

The database design provides a way to periodically purge old data from the database. The periodicity with
which the data will be purged by the database is configurable by the user.

2.4 User Interface

A web-based user interface enables a user to interact with eG Enterprise. The recommended browser for the
eG user interface is Internet Explorer 9.0 and above, Mozilla Firefox Version 16 and above (OR) Chrome.
Broadly, the eG user interface allows a user to first customize the configuration of the eG agents (i.e., what
components and services to monitor, how frequently to monitor, what specific tests to run, etc.) and
subsequently to monitor the measurements made by the agents.

To avoid overwhelming users with the variety and amount of results being generated based on measurements
made by the eG agents, the user interface presents the results of the measurements in a logical and coherent
manner. The eG manager’s interpretation of the state of each element of the IT infrastructure is first displayed
before the results of the individual measurements are made available - e.g., by displaying graphs indicating
the change in value of the measurement with time of day. An alarm window immediately highlights the

12
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pending alarms in the target environment, prioritized based on the eG manager's assessment of the severity
of the associated problems.

2.5 Scalability Options for the eG Manager

The eG manager runs as a Java process. The maximum heap memory that can be allocated to a 32-bit eG
manager process is limited to 1.5 GB. The maximum heap memory allocation to a 64-bit eG manager process
on the other hand, is limited to 3 GB.

Where a large number of components are to be monitored, you may want to allocate more memory heap to the
eG manager process. In such a case, follow the steps discussed below on an eG manager on Windows:

1. Login to the eG manager host.
2. Edit the mgrdebugon.bat or mgrdebugoff.bat file in the <EG_INSTALL_DIR>\lib directory.

3. Search for the entry JvymMxin the file. You will then find an entry that reads as follows:

--JymMx 1024 --JvmMs 1024

4. The JvmMx and JvmMs specifications govern the heap memory allocations to the eG manager. Both these
specifications will be set to 1024 (MB) by default. If you want to increase it to say, 2 GB (i.e., 2048 MB),
change these specifications as indicated below:

--JvmMx 2048 --JvmMs 2048
5. Finally, save the file, and run the mgrdebugoff.bat or mgrdebugon.bat file (as the case may be).
On a Unix manager, follow the steps below to modify the heap memory allocation:
1. Login to the eG manager host.
2. Edit the catalina.sh file in the Jopt/egurkha/manager/tomcat/bin directory.

3. Search for the entry Xmsin the file. You will then find an entry that reads as follows:

-Xms256m -Xmx256m

4. The Xms and Xmx specifications govern the heap memory allocations to the eG manager. Both these
specifications will be set to 256m (i.e., MB) by default. If you want to increase it to say, 512 MB, change
these specifications as indicated below:

-Xms512m -Xmx512m
5. Finally, save thefile.

While overrding the default heap memory allocations to the eG manager process, ensure that the
allocated heap memory should not be greater than the total memory capacity of the eG manager
host.

Moreover, even if the physical server on which the eG manager is installed has more memory, since it is a
single Java process, the eG manager cannot exploit the additional memory available on the server. To
overcome this limitation, in eG Enterprise, the critical eG manager functions such as email alert management,
threshold computation, trending, and database cleanup activities can all be run as separate Java processes
(i.e., in addition to the core eG manager process).

13
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For configuring this, follow the steps below:

» Edit the eg_services.ini file in the <EG_INSTALL_DIR>manager\config directory.

» In the [EXEC] section of the file, you will find the ExecuteMailAsProcess, ExectureTrendAsProcess, and
ExecuteThresholdAsProcess flags set to No by default. This implies that by default the eG manager
functions of email alert management, trend computations, and threshold computations will be
performed by a single eG manager process only. Similarly, the ExecuteCleanupAsProcess flag in the
[MISC_ARGS] section of the file is also set to No by default, indicating that database cleanup activities
are also performed by default by the single eG manager Java process only. To spawn separate Java
processes for each of the above-mentioned functions, set each of the flags mentioned above to Yes.

» Also, these additional Java processes can be spawned with separate Java heap settings using the
Mail_java_options, Thresh_java_options, and Trend_java_options parameters in the [EXEC] section. By
default, the mail alerting, trend computation, and threshold calculation processes are configured with
the following minimum and maximum heap settings:

Mail_java_options=-Xrs -Xmx256M
Thresh_java_options=-Xrs -Xmx384M -Xms256M
Trend_java_options=-Xrs -Xmx364M -Xms256M

While the value specified next to the -Xmx entry is the maximum memory that can be used by the
corresponding process, the value specified next to the -Xms parameter represents the minimum
memory setting of that process. Forinstance, the Thresh_java_options parameter is set to Xrs -Xmx384M -
Xms256M by default. This implies that the process that computes thresholds is by default configured
with a minimum memory of 256 MB (-Xms256M) and a maximum heap size of 384 MB (-Xmx384M). If
required you can change the minimum and maximum memory values to suit the needs of the process in
your environment.

» Finally, save thefile.

Removing these key functions from the core eG manager process makes additional memory available for the
core eG manager functions including data reception and analysis, alarm correlation, and web-based access
and reporting. This reconfiguration of the eG manager into separate Java processes allows the eG manager to
make better utilization of available server hardware resources and thereby offers enhanced scalability. In turn,
this allows customers to get more leverage from their existing investment in the hardware that hosts the eG
manager.

You can also closely track the status of the threshold computation and trend computation processes by
enabling logging for each of these processes using the MANAGER SETTINGS page (Configure -> Settings menu
sequence) in the eG administrative interface. This will result in the creation of the thresh_log and trend_log files
(in the <EG_INSTALL_DIR>\manager\logs directory), to which the details of the threshold and trend-related
activities (respectively) will be logged as and when they occur. For tracking the email alerting process on the
other hand, you will have to enable logging for this process using the MAIL LOG DETAILS section of the MAIL
SERVER - ADVANCED OPTIONS page (Configure -> Mail Settings -> Advanced) in the eG administrative
interface. Once logging is enabled, log files for this activity will be created in the <EG_INSTALL_
DIR>managen\logs\egmailmanager directory.

While these log files can report on the status of the threshold, trend, and email alerting related operations, they
cannot provide pointers to why any of these operations failed. To easily troubleshoot the failure of these
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critical processes, the errors/exceptions raised by these individual processes should be captured. To enable
this, do the following:

» Edit the eg_services.ini file in the <EG_INSTALL_DIR>manager\config directory.

> In the [EXEC] section of the file, you will find three flags that are set to No by default. These are as
follows:

ExecMailLog=No
ExecThreshLog=No
ExecTrendLog-No

These entries indicate that, by default, the errors/exceptions encountered by the email alerting,
trending, and threshold computation activities are not captured by the eG Enterprise system. To ensure
that exceptions related to each of these entries are logged, then set all the three flags above to Yes.

» This will result in the creation of the mail_out, thresh_out, and trend_out files (in the <EG_INSTALL_
DIR>\managerilogs directory) to which the errors/exceptions related to the email alerting, threshold
computation, and trend activities (respectively) are logged.

2.6 Self-Monitoring and Recovery

To ensure enterprise-class monitoring, the eG manager includes the capability to monitor its various
components and to recover from failure of these components. When the eG manager is started, a separate eG
recovery process is started. On Unix environments, this process is called eGmon. On Windows
environments, this process executes as a service named eGmon.

This process periodically attempts to connect to the eG manager, access the various components of the
manager, including the eG database. If it detects any problems during such access, the recovery process
attempts to perform further diagnosis. The specific actions performed by the recovery process are as follows:

» If the eG manager is not accessible, the recovery process attempts to restart the eG manager. If it fails
to restart the eG manager thrice in succession, the recovery process generates an alert message to the
eG administrator (using the MAIL SENDER ID specified in the Mail Configuration settings of the
administration interface).

» If the eG manager is accessible, the recovery process tests the connections from the eG manager to
the database server that it uses. In the event it detects problems, it alerts the administrator of potential
problems with the database server access. By connecting directly to the database server (i.e., without
using any other eG manager components), the recovery process further determines whether the
database access problem is being caused either because of a database failure or because the eG
manager's pool of database connections is not sufficient to handle the current load on the manager.

When the eG manager is stopped manually, the eG recovery process is also shutdown.

To further improve its resilience to failures, eG Enterprise is architected in such a way that when an eG agent
is not able to report measurements to the manager, it stores a local copy of the measurement results. When
its connection to the manager is re-established at a later time, the agent uploads the saved measurement
results to the manager, thereby ensuring that measurement results are not lost even if the manager/agent
connection fails temporarily.
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Note:
Handling of Old Data from the eG Agents:

Typically, if the network link between an eG agent and the manager goes down, the agent stores the metrics it
collects locally and later once the link comes back up, the agent uploads the metrics to the eG management
console. This design ensures that loss of monitoring data during network outages is minimized. A
configuration setting on the eG manager governs how the eG manager handles old data being sent by an agent
to it. This setting is the OldDatalgnorePeriod entry in the eg_db.ini configuration file in the <EG_INSTALL_
DIR>\manager\config directory of the eG manager. If this entry is unavailable or if its value is -1, the eG manager
chooses to process the old data being sent by the agent as if the data has been generated in real-time. Thus,
all measurement results from the agent are analyzed and alerts generated by the eG manager if any
abnormality is detected.

Some administrators may prefer not to have the eG manager process old data. For instance, suppose the
network link has been down for 3 hours, and during this period, a process went down for a while and came
back up. The eG agent's measurements would indicate the change in state of the process, and if the eG
manager processes the old data, it would first generate an alert indicating that the process went down,
followed by an almost immediate event indicating that the process has restarted. Administrators who do not
wish to receive alerts for older data from the agents can define the period of time beyond which the eG
manager determines that data being received from the agents is old data. For example, if the
OldDatalgnorePeriod is set to 10, the eG manager will consider all data that has a timestamp earlier than 10
mins prior to its current time as old data, and state computations and alarm correlation are not performed using
such data.

The eG agents too include self-monitoring capabilities. When the eG agent is started, a separate recovery
process is also started. On Unix environments, this process is driven by a script eGAgentmon. On Windows
environments, this script executes as a service named eGAgentmon.

Every 5 minutes, this script spawns a process named java EgCheckAgent, which checks if the agent is alive or
not. If the agent is found to have stopped abnormally, then java EgCheckAgent process restarts the agent. The
recovery process records all of the recovery actions it attempts and records the outcome (i.e., whether
success or failure) of these actions in the agent log file, which is located in the <EG_HOME_
DIR>/agent/logs/error_log). EG_HOME_DIR refers to the installation directory of the eG manager and agents (eg.
lopt/egurkha on Unix, C:\Program Files\eGurkha on Windows).

However, note that if the eG agent is stopped manually, the agent recovery process is also shutdown.

So far we have highlighted the key components of eG Enterprise. The four stages in deploying eG Enterprise
in the target environment are :

1. Installation of the eG manager and the agents. This stage mainly involves deployment of the software on
the appropriate components, creating user accounts, and setting up the directory structures.

2. Configuration of the eG manager and the agents. In this stage, the environment is set up for the proper
operation of eG Enterprise and the manager and agent processes are started.

Please refer to “The eG Installation Guide”for a detailed description on the above two stages.
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3. Administration of the eG Enterprise system. At this stage, the user interacts with the eG manager
through the eG user interface to determine where agents must be deployed, what tests these agents must
run, how often the tests should run, etc.

4. Monitoring using the eG Enterprise system. At this stage, using the user interface, users can monitor
various aspects of their IT infrastructure.

Figure 2.5 depicts the various stages involved in deploying eG Enterprise in a target environment.

INSTALLATION

CONFIGURATION

ADMINISTRATION

MONITORING

Figure 2.5: Stages involved in deploying eG Enterprise

For details of the first two steps, please refer to the eG Installation Guide. The rest of this manual focuses on
the third and fourth steps.
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Getting Familiar with Monitor
Interface

The eG agents monitor crucial components of an IT infrastructure such as web servers, SSL servers, web
application servers, database servers, LDAP servers, DNS servers, payment gateways, WAP gateways,
and connections to ISPs, partner sites, and back-end order fulfillment systems. By pseudo-periodically
monitoring the entire infrastructure and by comparing the current status of each component with historical
data, eG Enterprise detects problems in the IT infrastructure. Using a unique, patented top-to-bottom, end-to-
end correlation approach, eG Enterprise can quickly identify and report the root cause of the problem. A
graphical representation of the IT infrastructure topology enables a user to quickly drill down to the exact
cause of a problem and perform detailed analysis. By enabling speedy diagnosis, eG Enterprise can enable IT
infrastructure providers serve their customers better, with minimal downtime.

O Sign in

1 supermanitor

w

Figure 3.1: Login to eG Enterprise as the supermonitor

This chapter is intended to enable a user to effectively monitor the target IT infrastructure using eG Enterprise.
To start monitoring IT infrastructure, a user has to first login to eG Enterprise.

The eG Enterprise system is predefined with a default monitor user account with a login of supermonitor and
password supermonitor. A user can also login using any other Username also, provided the role assigned to
that user name allows him/her monitoring privileges. To know more about user roles and user profile creation
in the eG Enterprise system.
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If a user forgets his/her login Password, he/she can click on the Forgot Password link in Figure 3.1. Doing so
invokes Figure 3.2 wherein the user would have to provide the Username for which the password details are
required, and then click the Get password button to retrieve the password.

& Forgot Password

Please confirm your identity

1 supermeniter

Get Password

Figure 3.2: Retrieving password
If the Username specified is valid, then the password will be emailed to the user with the given Username.
Note:
The eG manager will be able to send password details by mail to a user, only if:

« The Username specified in Figure 3.2 has been configured to receive email alerts, and a valid email ID has
been assigned to the user; please refer to this manual to know how to configure a user profile to receive
email alerts of issues.

« The mail server has been properly configured to handle eG alerts. In the MAIL/SMS SETTINGS page of the eG
administrative interface (see Figure 3.2) a valid mail host and eG Administrator maild ID should have been
configured. Please refer to Section Figure 3.3 of this manual for more details with regard to the same.

If the user logging in is a domain user or is a user who belongs to an AD group registered with the eG
Enterprise system, then the Username specified at login should be of the format: DomainName/Username, as
depicted by Figure 3.3 below:
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O Sign in

XY chnjjehn

8 e

Forgot Password?

Figure 3.3: A domain user logging in

If a domain user attempting to login to the eG monitoring console belongs to more than one AD group that is
created in the eG Enterprise system, then, when the AUTHENTICATE button is clicked, Figure 3.4 will appear
listing the registered groups to which the user belongs.

288 User Group

The user 'durgalakshmi' of 'mas’ domain is
associated with multiple groups.
Please choose the appropriate group for login.

Choose a group:

W35 - Monitor role '

Figure 3.4: Selecting the group to login as

Selecting a group from the Choose a group list in Figure 3.4 and clicking the GO button soon after enables
the user to automatically inherit the access rights and monitoring scope defined for that group.

Note:
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Sometimes, users may not want to login via the login interface provided by eG Enterprise. For instance, if a
user is already logged into a web portal, he/she may not want to login again to gain access to the eG user
interface; instead, they may want to directly connect to the eG management console from the portal. To
access the eG web-based interface without logging in, you can use the following URL:

http://<eGmanagerlP>:<eGmanagerport>/final/servlet/com.egurkha.EgLoginServlet?uname=<username>&
upass=<password>&accessKey=eGmOn1tOr

If the eG manager you want to connect to is SSL-enabled, then, use the following URL:

https://<eGmanagerlP>:<eGmanagerport>/final/serviet/com.egurkha.EglLoginServlet?uname=<username>
&upass=<password>&accessKey=eGmOn1tOr

Make sure that you configure the URL with the correct <eGmanagerlP> and <eGmanagerport>. Also, ensure that
the name of a user with rights to access the eG management console is provided against uname. You can, if
you so need, provide the password of the given user against upass, or can leave the password blank. If the
URL is not configured with a password, the eG Enterprise system will automatically pick the password that
corresponds to the specified uname from the database. However, note that the "accessKey' provided in the URL
should not be changed.

A sample URL (with a blank password) is provided below:

https://192.168.10.21:7077/final/servlet/com.egurkha.EgLoginServlet?uname=mon&upass=&accessKey=e
GmOn1tOr

Users who are assigned the Admin role (for eg., the default admin user) or the ServerAdmin role can access the
monitor interface of eG Enterprise directly from the admin interface, without having to log out of the admin
interface first. For this, the user will have to select the MONITOR tab present next to the ADMIN tab in the eG
user interface (see Figure 3.5).

;e%E Admin = Monitor = Reporter = Configuration = @ @ @ @

Managed Components At-A-Glance Configured Agents Summary

Component Type Number Of Components

Total Agents : 6

Total Components : 7 Agent Type Total Agents Running Not Running

Premium Agents 4 1 3

B: Agent: 2 2 o
3Com Core Builder SRR LEEN D

Active Directory

User Summal
AlX L7

Cisco Router
Oracle Database i

VMware vSphere VDI No users have been configured.

Windows

License Usage Summary

Managed Components To Be Configured For Monitoring
Components Pending Configuration : 6 License is valid for 985 more day(s). Click here ") to know more

Component Type Number Of Components Attribute Allowed Used Available

3Com Core Builder Total Menitors

AIX Premium Monitors
Active Directory Basic Monitors
Cisco Router External Agents

VMuwiare viphere VDI Menitered Targets

Windows Applications
Network Devices

Services

b o W M n

Conmon o

Figure 3.5: Clicking on the MONITOR option to directly connect to the monitor interface
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Users who are assigned any other role (Supermonitor, Monitor, AlarmViewer, or SuperAlarmViewer) will have to
connect to the eG manager, and then explicitly login to the monitor interface of eG Enterprise.

To begin with, the monitor interface gets to view the CURRENT ALARMS window that displays the list of current
alarms to the eG Enterprise system (see Figure 3.6), in the order of their priority.

Show | Alarms

w Filter by

Pricrity

v Priority | All

Type

Hyper-v VDI
WMware vSphere ESX
WMware vSphere VDI
Oracle Database

Citrix XenApp

000000

Citrix XenApp

Component Name
hyper_2012

ESX_136

VDI_136
oracle_database_10.190:
11.70:1494

citrix_xenapp_180:1454

Description

Current memaory pressure is high { Win8-328ir [11.146]}
Network interface of the ESX server is down {vmaico}
Network interface of the ESX server is down {vmmicO}

High tablespace usage { U/SERS}

TCP connection to Citrix XenApp server failed { Controlfer Co.

TCP connection to Citrix XenApp server failed { Controlfer Co...

Layer

Curtside View of VMs
Metwork

Metwork

Tablespaces
Application Processes

Application Processes

Start Time

Sep 29, 2014 20:35
Sep 29, 2014 17:47
Sep 29, 2014 17:46
Sep 29, 2014 12:37
Sep 29, 2014 12:28

Sep 29, 2014 12:28

Figure 3.6: The CURRENT ALARMS window displaying the current alarms
Note:
To know more about the current alarms, refer to the Alarms chapter of the guide.

Behind the ALARMS window is the MONITOR HOME page (see Figure 3.7). If no alarms exist in the
environment, then this is the first page that will be displayed in the monitor interface.

Monitor =

@O@®EO

o
Reporter

—

Configuration

Current Status
782709 292 154 4D 5h 6D 20h
Total Total Open = T7J Average | ¢\ Maximum
[~ ELREE] ©155% 0.01% 0.01% Qooix Measurements Components - Problems | L&) Duration Duration
Infrastructure Health
Component Type Count Status
CompoRSREII 280 Citrix XenApp 4/5/6.% 61 7 25 ||
Microsoft SQL 25
Windows 17 |5 [ 4 |
Zones 17
Micresoft File 13 [ 4 6 |
Citrix XenApp 9
. Citrix Web Interface 8 | 3 ]
Services 6
2X Terminal Server 7
Event Analysis
Layer Open Alarms Average Duration Maximum Duration Component Type Component Name Events
Click here for more events > Components with most events in the last | 1 hour v
SUMMARY 154 4D5h &D 20h Citrix Provisioning Server TCDEDTM155V0003:5. 14
Cperating System 43 4D17h 6D 20h Windows GW-QKVOL 10
Citrix Server 30 3D13h 6D 20h Hyper-V VDI SRLVDISERVER-01 ]
Application Processes 20 4D 1Zh 60 20h Citrix XenApp 4/5/6.x CAFTICTX1:1494 7
Windows Service 5 1D 18h 6D 20h Microsoft SQL MDBAWS02:1433 7
Network 8 4D 4h 6D 20h Microsoft SQL MDEAWS01:1433 5
08 Application Server WinxpUK10-179:6003 7

Figure 3.7: The Monitor Home page

The menu at the top of this page permits monitor users to view the status of the monitored elements such as
Zones, Services, Segments, individual Components, etc.
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Dashboards Groups Hosts /Applications
Home Zones Servers
My Dashboard Zones Map Systems
Business Dashboard Services Aggregates
Virtual Dashboard Service Groups Virtual Servers
Cuick Insight Segments Public Clouds
User Experience Dashboard »
Alarms Graphs Miscellaneous
Current Alarms | Unknowns Measure Remaote Contraol
History of Alarms Summary Cetailed Diagnosis
History of Acknowledgements Trend Knowledge Base Search
History of Deletions Live User View
SAF Alerts Measures

SAP Metric

Figure 3.8: The Monitor menu

3.1 Role of a SuperMonitor

As stated already, when a user logs in as the supermonitor, he/she is entitled to the privileges of the
Supermonitor role. This means that a supermonitorreceives an unrestricted view of the environment.

Note:

The supermonitor as well as other users will not be allowed to login to the eG interface if the instances
corresponding to the managed Oracle database servers have not been properly configured by the
administrator.

3.1.1 Time Zone Handling in the eG Monitoring Console

By default, the eG manager time zone is displayed in the eG monitoring console. The same time zone applies
to metrics collection and alarm generation also. When creating a user profile using the eG admin interface, an
administrator can associate a different time zone with the user. When this user logs in, then the time zone
assigned to his/her profile automatically applies to all time displays and time-related computations in the eG
monitoring console.

Users to the console may sometimes notice discrepancies in how time zones are handled by the console.
These caveats have been discussed hereunder:

» Assume that the eG manager's time zone and the current user's time zone are different. If DST
(Daylight Savings Time) sets in for the user time zone and the clock is reset to one hour ahead or
behind, the user will notice the wrong time being displayed in the console for the next hour. For
example, if the user time is actually 2 pm but gets reset to 1 pm owing to DST, the console will show
the wrong start time and end time, particularly in graphs, for 1 hour, until the user time under DST
becomes 2 pm.
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» If DST sets in for the eG manager's time zone, the eG management console will not show the time
correctly. The console time may be 1 hour ahead or behind (depending upon whether the clock was
reset forward or backward) the actual time in DST. This issue however is resolvable. You can opt for
one of the following workarounds:

Change the JDK of the eG manager to v1.7.0.25 or higher, (OR)

Use the tzupdater tool to update the installed JDK and JRE images with the most recent time zone data
to accommodate the US, Asia, Europe, and other locations’ DST changes. For this, download the
tzupdater.jar from the web to any location on the eG manager host. Open the command prompt, go to the
copied folder, set the Java path, and run the following command:

java -jar tzupdater.jar —u

» Finally, restart the manager to get the correct timeline.
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The Monitor Home Page

Behind the ALARMS window is the MONITOR HOME page (see Figure 4.1). If no alarms exist in the environment,
then this is the first page that will be displayed in the monitor interface.

= =)
Admin Monitor = Reporter Configuration @ @ ® @
Current Status
9843 24 27 13m 28s 15m 44s
Total % Total B Open 7 Average ¢\ Maximum
[/ EEBEES @o017% 046% 0.08% Doty Measurements Components - Problems  Lal Duration '\ Duration
Infrastructure Health
ﬂ Component Type Count Status
l’ Eomponeis 2 Citrix XenApp z
Generic z
Hyper-V VDI 2
Zones 1
Real User Moniter 2 1
VMuare vSphere ESX 2
. z I
‘ Services 8 WMware vSphere VDI z 1
Cltrix XenApp 4/5/6.x 1

Measure At-A-Glance L@ ERHL

Measure Test Component - Descriptor Value

@ MinFree memory System Details jamadfasdadfas - Summary 849.77 MB
& Max Disk busy Disk Activity mybox - Disk0 € O: 0.48%
a Max TCP connection time TCP Port Status ESX_136 - 902 0.00 Secs
0 Max Esx CPU utilization Processors - Esx ESX_136 - Processor 3 53.66%
Q Max Esx network usage Network - Esx ESX_115 - egresting. 2.76 Mbps
ﬂ Max Esx VMs powered on ESX Virtual Machines ESX_115 & Number
e Max CPU utilization of VM ESX VM Details ESX_115 - WINZK12Z (11 128] done 5282%
0 Max Ready time of VM ESX VM Details ESX_136 - Win2K3-32Bit (8.61){0/d - 8.100] 165%
WO PR Ty V) [TRTIVE veenTpy AN S9E T8t s ADie P4 40T imn oo o

Figure 4.1: The Monitor Home page

This page quickly updates a user with the health of his/her monitored environment. The page reveals the
following information:

» The first section is the Current Status section that reveals at a glance, the status of the measurements
reported to the eG manager. Besides displaying the total number of monitored components and the
number of performance metrics collected by the eG agents from these components, this section also
reveals the percentage of total measurements that are in the critical, major, minor, normal, and
unknown states. Using this information, an accurate assessment of the overall infrastructure
performance can be made. Clicking on any of the states will take you to the Current Alarms window,
where you can view all open alarms of the corresponding priority.

> Below the Current Status section, is the section that reveals the Infrastructure Health. Since the health of
an infrastructure depends entirely upon the performance of each of its key ingredients - namely, the
Components, Zones, Services, Service Groups and Segments - this section takes the help of a bar
graph to clearly indicate the number of zones, services, service groups, segments, and components
that are in the Critical, Major, Minor, Normal, and/or Unknown states.

» The table below explains the color-coding scheme adopted by eG for indicating the states of the
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services/segments/components:

Color State
Red Critical
Orange Major
Yellow Minor
Green Normal
Blue Unknown

If you click on a division in the Zones doughnut graph, you will be lead to a page that lists the zones
which are in that particular state (see Figure 4.2).

ZONES | Igt b
ZOMNE MAME ASSOCIATED ELEMENTS

COMPONENTS
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COMPONENTS
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sTU GB2V5104:1494 CB2V5115:1494

Figure 4.2: The zones in a particular state

Against every zone in this page, the infrastructure elements (which could be
subzones/segments/services/components within a zone) that are part of the zone, and the current state
of each element will be listed (see Figure 4.2).

Note:

By default, against each zone displayed in the ZONE LIST page, the top-10 Components included in that
zone will be displayed. Typically, to identify the top-10 components, eG Enterprise automatically sorts
all the components included in the zone on the basis of their current state, arranges the sorted list in the
alphabetical order of the component names, and picks the first 10 components of this list.

If you want more number of components to be displayed against each zone, do the following:
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» Login to the eG administrative interface.
» Click on the & icon available in the Admin tab. Then, select the Monitor option in the Settings tile.

Click the Other Settings sub-node under the General node in the tree-structure in the MONITOR
SETTINGS page.

» In the right panel, modify the default value 10 that is displayed in the Components count in
segment/service/zone list text box.

» Click the Update button to save the changes.

Clicking on the Zones link in the Infrastructure Health section reveals the complete list of configured
zones and their state.

Note:

While listing the Components associated with a zone, if you want the component-types listed instead of
the component names in Figure 3.6, then you will have to set the Display component types in
segment/service list flag in the MONITOR SETTINGS page of the eG administrative interface, to Yes.

Clicking on an abnormal component in Figure 4.2 will lead you to a page that displays the layer model,
tests, and measurements of the component. Clicking on a zone Figure 4.2, reveals a Zone Dashboard
that summarizes the performance of all the zone elements. For more information on the zone
dashboard, refer to Section 8.3 of this manual.

Clicking on a division in the Service Groups doughnut graph will lead you to a page that lists the service
groups, which are in that particular state.

Clicking on a division in the Services doughnut graph in the Infrastructure Health section will lead you to a
page that lists the services, which are in that particular state (see Figure 4.3). By default, against every
service in this page, the components engaged in the delivery of the service will be displayed along with
their state.

Note:

By default, against each service displayed in the SERVICE LIST page, the top-10 Components associated
with that service will be displayed. Typically, to identify the top-10 components, eG Enterprise
automatically sorts all the service components on the basis of their current state, arranges the sorted
list in the alphabetical order of the component names, and picks the first 10 components of this list.

If you want more number of components to be displayed against each service, do the following:
» Login to the eG administrative interface.
» Clickonthe & icon available in theAdmin tab. Then, select theMonitoroption in theSettingstile.

» Click the Other Settings sub-node under the General node in the tree-structure in the MONITOR
SETTINGS page.

» In the right panel, modify the default value 10 that is displayed in the Components count in
segment/service/zone list text box.

» Click the Update button to save the changes.
Note:
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By default, only the components associated with a service will be displayed in the SERVICE LIST page. If
you want the segments associated with the service also to be displayed, then, do the following:

>

>
>

>
>

Login to the eG administrative interface.

Click on the & icon available in theAdmin tab. Then, select theMonitoroption in theSettingstile.

Click the Other Settings sub-node under the General node in the tree-structure in the MONITOR

SETTINGS page.

In the right panel, set the Show segment(s) in service list flag to Yes.

Click the Update button to save the changes.

To make sure that SERVICE LIST page does not display the list of components associated with a service,
set the Show component(s) in service list flag in the OTHER DISPLAY SETTINGS panel of the MONITOR
SETTINGS page to No.

If both the segment list and component list are disabled, then the SERVICE LIST page will only display a
vertical list of services and their current state.

Clicking on the Services link in the Infrastructure Health section reveals the complete list of configured
services and their state.

Note:

While listing the Components associated with a service, if you want the component-types listed instead
of the component names in Figure 4.3, then you will have to set the Display component types in
segment/service list flag in the MONITOR SETTINGS page of the eG administrative interface, to Yes.
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Figure 4.3: Viewing the list of services in a particular state

Clicking on an abnormal component in Figure 4.3 will lead you to a page that displays the layer model,
tests, and measurements of the component. Click on a service name in Figure 4.3 to view the topology
of the service (in case of a non-web-site service) (see Figure 4.4) or the transactions configured for that
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service (in case of a web site service). However, if a problem service constitutes more than one
problem segment, then clicking on the service name in Figure 4.3 will take you to a page that lists the
problem segments, indicates the current state of each segment, and the problem components (if any) in
every segment.
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Figure 4.4: The topology of the web site buy.abc.com

Next, to know how well every segment configured in the environment has fared, take a look at the
Segments doughnut graph in the Infrastructure Health section. Clicking on a division in this graph will
enable you to view the list of segments in a particular state (see Figure 4.4). Alongside each segment,
the IP/hostname of the top-10 (by default) the segment components (i.e., components that are part of
the segment) will be displayed along with their state.

Note:

By default, against each segment displayed in the SEGMENT LIST page, the top-10 Components included
in that segment will be displayed. Typically, to identify the top-10 components, eG Enterprise
automatically sorts all the components associated with that segment on the basis of their current state,
arranges the sorted list in the alphabetical order of the component names, and picks the first 10
components of this list.

If you want more number of components to be displayed against each segment, do the following:
» Login to the eG administrative interface.
» Click onthe Eicon available in theAdmin tab. Then, select theMonitoroption in theSettingstile.

» Click the Other Settings sub-node under the General node in the tree-structure in the MONITOR
SETTINGS page.
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» In the right panel, modify the default value 10 that is displayed in the Components count in
segment/service/zone list text box.

» Click the Update button to save the changes.
Note:

While listing the Components associated with a segment, if you want the component-types listed
instead of the component names, then you will have to set the Display component types in
segment/service list flag in the MONITOR SETTINGS page of the eG administrative interface, to Yes.
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Figure 4.5: Figure 4.5: The list of segments that are in a particular state

Click on a segment name in Figure 4.5 to view the topology of the segment. If you click on a
component, then the layer model, tests, and measurements of that component will appear.

Clicking on the Segments link in the Infrastructure Health section reveals the complete list of configured
segments and their state.

Finally, click on a division in the Components bar graph in Figure 4.1 for a quick update on components
that are currently in a particular state.

Clicking on the Components link in the Infrastructure Health section reveals the complete list of
configured components and their state.
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Figure 4.6: The components that are in a particular state

For a closer look at the issues affecting a component's performance, click on the component listing in
Figure 4.5. The page depicting the problem layers, tests, and measurements of the chosen component
will then appear.

Note:

By default, components that are newly managed will be in the NORMAL state. The state will change as
the agent starts reporting measures to the eG manager. You can change this default setting to ensure
that newly added components are initially in the UNKNOWN state, instead of NORMAL. To achieve this,
set the NewTestsUnknown parameter in the [MISC_ARGS] section of the eg_services.ini (in the <EG_
INSTALL_DIR>manager\config directory) to Yes (the default value is No).

Also, there will be a 30 second time lag between when a component is managed and when its state
changes to NORMAL.

> Below the Infrastructure Health section you will find a Measures At-A-Glance section that provides the
min/max values of critical measurements updated in real-time. By default, using this section, you can
quickly find answers to the following critical performance queries:

o Which host across the environment is consuming the maximum CPU?

o Which host in the monitored infrastructure has very little free memory to its credit?
o Which disk partition on which host is utilized the maximum?

o Which s the Citrix server that supports the maximum number of active sessions?

o Across all monitored Citrix servers, which application is CPU-intensive and which Citrix server is it
executing on?

o Which is the web server that services the maximum number of requests over time?
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o Which network interface is using up a lot of bandwidth?

o On which host are TCP retransmits very high?

o Where in the target environment is network latency the maximum?
o TCP connections to which port are taking too long?

o Which host is currently not available over the network?

You can however, change this default setting to reveal more or less - i.e., you can add to the measure
list displayed here, or remove a few measures from the displayed list. To achieve this, do the following:

» Login to the eG administrative interface as admin.

» Click on the B icon available in the Admin tab. Then, select the Monitor option in the Settings tile.
» Click on the Measures At-A-Glance node in the Monitor Settings tree.
>

The resulting MEASURES AT-A-GLANCE CONFIGURATION page will display the default measure
configurations for the Measures At-A-Glance section. To know how to manipulate the controls in
the page to add more measures or remove a few of the pre-configured measures section.

The min/max values of the configured measures will then be displayed in the Measures At-A-Glance
section of the Monitor Home page. The first column of the Measures At-A-Glance section in Figure 4.6
indicates the current state of the measure (whether Normal/Critical/Major/Minor/Unknown). The
Measure column is where the configured measures will be displayed. Similarly, each of the configured
tests will appear in the Test column. Besides, a Server column exists, which displays the name of the
component and the descriptor, which has currently registered the maximum/minimum value (as the
case may be) for every chosen measure. For example, in Figure 3.8, the tomcat process executing on
the Generic server named generic, is the process that is currently consuming a lot of memory. Finally,
the current value of the measures for the displayed components will be displayed in the Value column.

Note:

The measures will be displayed in the order of the configuration.

Using the information provided by the Measures At-A-Glance section, administrators can receive instant
status updates on sensitive performance parameters, and can also accurately determine, at a glance,
the component on which the parameter is currently experiencing issues (if any), thereby simplifying
problem identification.

Clicking on the contents of any cell in this section, will lead you to the layer model of the corresponding
component.

Optionally, you can even switch off the Measures At-A-Glance section. To do so, you will have to set the
Compute top metrics parameter in the MEASURES AT-A-GLANCE CONFIGURATION page of the eG
administrative interface to No. By default, this parameter is set to yes indicating that, by default, the
monitor home page will contain the maximum/minimum computations for measures (i.e., the Measures
At-A-Glance section). When it is set to no, the Measures At-A-Glance tab is hidden from the home page,
and the Event Analysis tab alone appears.

The Event Analysis tab page, when clicked, lists the top-5 layers that were most affected by
performance issues. Figure 4.7 depicts a sample monitor home page with the Event Analysis section.
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Figure 4.7: A Monitor Home Page with the Event Analysis section

Corresponding to every layer name in the Event Analysis section, you will see the number of alarms that
are currently open for that layer, the average duration of the open alarms, and the maximum duration for
which an alarm had remained open (see Figure 4.7). To the right of the tab page, you will find a list of
components that experienced the most number of performance issues during the last one hour (by
default). Against every component listing, the corresponding component-type, and the number of
events the component encountered during the default period of one hour, is displayed. This information
brings to light the most problem- prone components in the environment. Clicking on a
component/component- type in this list, reveals the layer model, tests, and the last set of
measurements that the eG agent reported for that component. To analyze events across a broader time
window in the past, select a different timeline from the Components with most events in the last list box
here.

The details available in the Event Analysis section serve as an effective indicator of the efficiency of the
administrative staff in resolving performance issues. To view the complete history of alarms in the
environment, click on the Click here for more events >> link.

» The Components At-A-Glance section comprises of a bar graph depicting the number of components of
each type that are being monitored, and their respective states. Clicking on a bar will take you to a page
that lists the individual components of the corresponding type and their current state (see Figure 4.8).
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Figure 4.8: Viewing the list of components of a particular type

By clicking on each Server type in the Components At-A-Glance section, you can view all components of
that type and their current state. For instance, clicking on Generic in the Components At-A-Glance section
of Figure 4.8, will reveal all managed components of type Generic and their current state.

Note:

By default, in the Components At-A-Glance section, the component-types are sorted in the descending
order of the total number of monitored components of every type - in other words, in the descending
order of the values in the Count column of the section. To change the sort order - i.e., to sort the
component-types in the ascending order of the contents of the Count column - simply click on the
down-arrow icon next to Count. To sort by a different column, say, the Server Type column, simply
click on the corresponding column heading. This will instantly sort the contents in the alphabetical order
of the names of the displayed server types. You can even override the default sort order, so that the
component-types are by default arranged in the alphabetical order of their names, and not on the basis
of the Count. To achieve this, Click on the B icon available in the Admin tab. Then, select the Monitor
option in the Settings tile. In the OTHER DISPLAY SETTINGS section of the MONITOR SETTINGS page, set
the Sort components in dashboards flag to By component types. This ensures that the contents of
the Components At-a-Glance section are by default sorted in the ascending order of the component-
types. Accordingly, the down-arrow icon, by default, appears next to the column heading, Server Type.

The menu at the top of this page permits monitor users to view the status of the monitored elements
such as Zones, Services, Segments, and individual Components (see Figure 4.8).
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In addition to this, the menu also facilitates the following:

Figure 4.9: The Monitor menu

o Switching to the monitor Home page from anywhere in the monitor interface

o Browsing for any measure across the environment and focusing on its current status

o The viewing of the current alarms, and the complete alarm history

o The generation of a wide variety of graphs including, measure, summary, and trend graphs

o The viewing of detailed diagnostic measures and the execution of remote control on agent hosts

Note:

The detailed diagnosis and remote control capabilities will be available only if the license permits them.

The menu at the right top comer of the page (see Figure 4.8) provides for the following:

» Signing out of the monitor interface

» Viewing and modifying the profile of the current monitor user

» Invoking a context-sensitive help topic
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Alarms

5.1 Alarms

As we have seen in this chapter, eG Enterprise can be configured such that as and when a situation for an
alarm arises, the manager automatically generates an email alert to the supermonitor. He/she can choose to
view the current set of alarms or the entire history of alarms from the Alarms tile in the eG monitor interface.

When the supermonitor selects the History of Alarms option, he/she gets to view the entire list of alarms
pertaining to the entire infrastructure over a period of time as in Figure 5.1.

HISTORY OF ALARMS X B
Analysis By Type Component Priority
Component v Component type (Opt w Component name (O w All w m

Component T' Component Name Service(s) Test Description Start Time Duration

Java Applic... java_app_8.15:13600 = System Eve... Many system errors in the event log ... Oct 01,2014 14:28 Current |i Q
VMware v5... VDI_115 = ESX WM Det... Memory usage is high {Win8.1-64Bit... Oct 01, 2014 14:27 Current Ii

1S Web iis_web_39:80 iss-site-se.. System Eve...  Many system errors inthe eventlog ... Ccr0l, 2014 14:24 4m 52s [N
VMware vS... ESX_115% servicel ESX VM Det... Memory usage is high {Win8.1-64Bit... Oct 01,2014 14:23 Current Ii
VMware vS... VDI_115 - WM Snapsh... Many large shapshots for this VM {W... Oct 01, 2014 14:20 Current |i Q
VMware v5... VDI_115 = VM Snapsh... VM snapshots have existed for man... Oct 01, 2014 14:20 Current |i Q\
VMware v5... VDI_115 = VM Snapsh... Many large snapshots for this VM {W... Oct 01,2014 14:20 Current |i Q
VMware v5... VDI_115 = VM Snapsh... VM snapshots have existed for man... Oct 01, 2014 14:20 Current |i Q\
VMware v5... VDI_115 = VM Snapsh... Many large snapshots for this VM {W... Oct 01,2014 14:20 Current |i Q
VMware v5... VDI_115 = VM Snapsh... VM snapshots have existed for man... Oct 01, 2014 14:20 Current Ii Q
VMware v... VDI_115 - VM Snaps... Many large snapshots for this VM ... Oct 01, 2014 14:20 Current IN_‘ Q
VMware vS... WDI_115 = WM Snapsh... WM snapshots have existed for man... Oct 01, 2014 14:20 Current Ii Q

Fage 1 | of218 Displaying 1 - 15 of 3257

Figure 5.1: History of alarms that the supermonitor can view

» By default, as soon as you access the HISTORY OF ALARMS page, you will view the alarm history of all
managed components in the environment (see Figure 5.1). If required, you can build filter conditions
using this page so that, you can selectively view the alarm history of the following infrastructure
elements alone:

« Any managed component type in the environment;

« Any managed component;

« A component of a particular type;

« A specific segment / service/ zone;
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« A component-type that is part of a segment / service / zone;

« A component that is part of a segment/service/zone;

The first step towards building these filter conditions is selecting a basis for the filter. This can be
achieved by picking an option from the Analysis By list. The options available here are as follows:

« Component : This is the default selection in the Analysis By list. Owing to this default setting,

the HISTORY OF ALARMS page displays the alarm history of all managed components in the
environment, by default. If you proceed with the default selection, then, you will find that the
Component Type and Component lists in Figure 5.1are populated with all the managed
component types and components (respectively) in the environment. If you want to view the
alarm history of a particular component-type, pick that type from the Component Type list.
Likewise, if you want to view the alarm history of a particular managed component, pick the
name of that component from the Component list. If the Component list has too many
components to choose from, then, you can condense the list by first picking a Component
Type; this will make sure that the Component list consists of only those managed
components that are of the chosen type. You can then easily pick the component of your
choice from the Component list.

Zone: Selecting this option from the Analysis by list will invoke a Zone list. Select a particular
zone from this list, if you want to view the history of alarms related to that zone. An Include
Subzone flag also appears. By setting this flag to Yes, you can make sure that the alarm
history also includes those alarms that are associated with the sub-zones of the chosen
zone.

Once a Zone is selected, the Component Type and Component lists will be populated with
those types and components (respectively) that are part of the selected zone. To view the
alarm history of a particular component-type that is part of a zone, pick that type from the
Component Type list. Similarly, to view the alarm history of a component that is part of a
zone, pick that component from the Component list. If the Component list still has too many
components to choose from, then, you can condense the list further by first picking a
Component Type; this will make sure that the Component list consists of those components
in the selected zone that are of the chosen type. You can then easily pick the component of
your choice from the Component list.

Note that the "Zone' option will not be available in the 'Analysis By’ list if no zones
are configured in the environment.

Segment: If this option is chosen from the Analysis By list, a Segment list will additionally
appear. In order to view the alarm history pertaining to a specific segment, pick a segment
from the Segment list.

Once a Segment is selected, the Component Type and Component lists will be populated with
those types and components (respectively) that are part of the selected segment. To view
the alarm history of a particular component-type that is part of a segment, pick that type from
the Component Type list. Similarly, to view the alarm history of a component that is part of a
segment, pick that component from the Component list. If the Component list still has too
many components to choose from, then, you can condense the list further by first picking a
Component Type; this will make sure that the Component list consists of those components
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>

in the selected segment that are of the chosen type. You can then easily pick the component
of your choice from the Component list.

Note that the 'Segment’ option will not be available in the 'Analysis By' list if no
segments are configured in the environment.

« Service: If this option is chosen from the Analysis By list, a Service list will additionally appear.
In order to view the alarm history pertaining to a specific service, pick a service from the
Service list.

Once you choose a Service, the Component Type and Component lists in Figure 5.1 will be
populated with those types and components (respectively) that are engaged in the delivery
of the said service. If you want to view the alarm history of a particular component-type that
is part of the selected service offering, then, pick that type from the Component Type list.
Similarly, if you want to view the alarm history of a component that supports the selected
service offering, pick that component from the Component list. If the Component list still has
too many components to choose from, then, you can condense the list further by first
picking a Component Type; this will make sure that the Component list consists of those
components in the selected service that are of the chosen type. You can then easily pick the
component of your choice from the Component list.

Note that the 'Service’' option will not be available in the 'Analysis By' list if no
services are configured in the environment.

Next, to view the alarms that have remained unresolved for a time period that is in excess of a specified
duration, select the greater than option from the Duration is list, enter a value in the adjacent text box, and
then select a unit of time from the list box alongside. For example, to view the history of the alarms that have
remained unresolved for over 1 hour, select the greater than option, enter 1 in the text box alongside, and
select hours from the list box adjacent to it.

Similarly, you can view the history of alarms that have remained unresolved for a time period lesser than a
specified duration. To achieve this, select the lesser than option from the Duration is list, specify a value in the
adjacent text box, and select a unit of time from the list box.

You can even choose to view the details of past alarms that are of a particular priority, by selecting that priority
from the Priority list.

To override the default settings of the History of Alarms page, click on the * icon. The settings pop-up
window appears:

>

>

For viewing the details of alarms that were generated during a specific time window, select a fixed Timeline, or
choose Any to provide a date/time range.

If you want to view the alarm history of components with names that embed a specified string, enter the
string to search for in the Component Search text box.

You can even search based on alarm description. By providing the whole/part of an alarm description in the
Description search text box, you can view the details of alarms with descriptions carrying the given
search string.

By default, you cannot view the acknowledgement/deletion history of alarms in the HISTORY OF ALARMS
page. Accordingly, the Show acknowledgements flag is set to No by default. To view the

38



ALARMS

acknowledgement/deletion history of alarms, set this flag to Yes.
> Next, select the column by which the alarm history is to be sorted from the Sort by list.

» In addition, you can configure the number of event records to be displayed per page of the event history. By
default, 15 records are displayed per page. To display more records, select an appropriate value from the
Events per page list.

> Finally, click the Show Alarms button to generate the history of events.

» The details pertaining to every alarm like the start time, duration, name of the component, component-type,
test, alarm description, and the service (if any) that is impacted by the issue, are available. Every row of alarm
information will be accompanied by a colored indicator, that indicates the corresponding alarm priority. Critical
alarms will be of the color red, major alarms will be in orange, and the minor ones come in pink. An alarm with
the end time set to current denotes a problem that has still not been fixed.

> Typically whenever an alarm is raised for the problems at the host-level of a component, the HISTORY
OF ALARMS page automatically sets the Component type to Host system, even if the component affected
is say, an Oracle Database server or a Web server. From this alarm information, users cannot
determine the exact Component type of the affected component. Moreover, help desk personnel may
prefer to view the operating system of the problem host as part of the alarm information displayed in the
HISTORY OF ALARMS page, as such information will greatly simplify the troubleshooting process. To
make sure that the HISTORY OF ALARMS page enables help desk to easily understand, interpret, and
solve problems affecting a host's performance, you can optionally configure the eG Enterprise system
to display the actual Component type, Host system, or the affected Operating system for host-level alarms
inthe HISTORY OF ALARMS page. To enable this capability, do the following:

o Edit the eg_ui.ini flag in the <EG_INSTALL_DIR>manager\config directory

o In the [HOST_SYSTEM] section of this file, set the Show_HostSystem flag to any one of the following
values mentioned below:

« Set the Show_HostSystem flag to HostSystem if you want the component type to be displayed as
Host system for the host-level alarms;

« Set the Show_HostSystem flag to CompType if you want to display the affected component; This
is the default setting that is provided;

« Setthe Show_HostSystem flag to OS if you want to display the operating system of the host;
o Finally, save thefile.
Note:
This configuration affects the CURRENT ALARMS window, email/SMS alerts, and SNMP traps as well.
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Figure 5.2: The Operating system of the host shown instead of Host System in the Comp Type column

> If you had chosen a particular component name from the Component list, then, clicking the Show Alarms
button will result in an alarm history that pertains to that component alone (see Figure 5.2).

Analysis By

Component

Citrix XenApp
Citrix XenApp
Citrix XenApp
Citrix XenApp
Citrix XenApp
Citrix XenApp
Citrix XenApp
Citrix XenApp
Citrix XenApp
Citrix XenApp

Citrix XenA...

000000000000

Citrix XenApp

HISTORY OF ALARMS

Type
w Citrix XenApp

Component Ty Component Name

11.70:1494
11.70:1494
11.70:1494
11.70:1494
citrix_xenapp_180
citrix_xenapp_180:1494
11.70

11.70:1494
11.70:1494
11.70:1494

11.70

11.70:14594

Component Priority

w Component name (Op w All w
Serviceis) Test Description
= Port Checks HOX connection to Citrix XenApp serv...
- Port Checks TCP connection to Citrix XenApp serv.
= Port Checks HOX connection to Citrix XenApp serv...
= Port Checks TCP connection to Citrix XenApp serv...
= Network Network connection down
= Port Checks TCP connection to Citrix XenApp serv...
= Network Network connection down
= Port Checks HOX connection to Citrix XenApp serv...
= Port Checks TCP connection to Citrix XenApp serv...
= Port Checks HOX connection to Citrix XenApp serv...
= Network Network connection down
= Port Checks TCP connection to Citrix XenApp serv...

Start Time

Cct 01, 2014 14:08
Oct 01, 2014 14:08
Cct 01, 2014 14:08
Oct 01, 2014 14:08
Oct 01, 2014 14:07
Oct 01, 2014 14:06
Cct 01, 2014 14:06
Oct 01, 2014 13:05
Cct 01, 2014 13:05
Qct 01, 2014 13:05
Oct 01, 2014 13:05

Oct 01, 2014 13:05

Figure 5.3: Viewing the alarm history of a particular component

X

Duration
Current
Current
Current
Current
Current
Current
Current
59m 35s
59m 35s
59m 35s
59m 36s

59m 38s

B d

EREERRERERERREIRTR

> If you had chosen to view only those alarms that have remained unresolved over or within a specified
Duration, then, clicking the Show Alarms button will result in an alarm history that displays only the
alarms that fulfill the specified duration condition (see Figure 5.3).
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HISTORY OF ALARMS

Analysis By Type

Component v Citrix XenApp

Component

Component name (|

SETTINGS

Duration is

greater than

Timeline

Compoenent Ty Component Name Service(s) Test 24 hours v
o Citrix XenApp 11.70:1494 Port Checks Show acknowledgements Events per page
o Citrix XenApp 11.70:1494 Port Checks No e 15 w
o Citrix XenApp O ForCheds Component Search Description Search
@ cCirixxenapp 117001494 Port Checks
Citrix XenApp citrix_xenapp_180 Network
o Citrix XenApp citrix_xenapp_180:1494 Port Checks
Citrix XenApp 11.70 MNetwork Network connection down Uct U1, 2014 14:Ub Current g
o Citrix XenApp 11.70:1494 Port Checks HOX connection to Citrix XenApp serv... Oct 01, 2014 13:05 59m 35s |’V_“
o Citrix XenApp 11.70:1494 Port Checks TCP connection to Citrix XenApp serv... Oct 01, 2014 13:05 59m 35s Ii
o Citrix XenApp 11.70:1494 Port Checks HDX connection to Citrix XenApp serv... Oct 01, 2014 13:05 59m 35s I’“_“
Citrix XenApp 1170 Network Network connection down Oct 01, 2014 13:05 59m 365 |i
o Citrix XenApp 11.70:1494 Port Checks TCP connection to Citrix XenApp serv... Oct 01, 2014 13:05 59m 38s |’V_“
—
Figure 5.4: History of alarms that have remained open for a duration greater than 1 hour
HISTORY OF ALARMS X B
Analysis By Type Component Priority
Component v Citrix XenApp Component name (Cf w All w m
Component Ty Component Name Serviceis) Test Description Start Time Duration
e Citrix XenApp 11.70:1494 Port Checks HOX connection to Citrix XenApp serv... Cct 01,2014 14:08 Current |i
e Citrix XenApp 11.70:1494 Port Checks TCP connection to Citrix XenApp serv... Oct 01,2014 14:08 Current I’i
e Citrix XenApp 11.70:1494 Port Checks HOX connection to Citrix XenApp serv... Cct 01,2014 14:08 Current |i
€ Citrix XenA..  11.70:1494 Port Checks TCP connection to Citrix XenApp ser...  Oct 01, 2014 14:08 Current |
Citrix XenApp citrix_xenapp_180 Network Network connection down Oct 01,2014 14:07 Current |i
e Citrix XenApp citrix_xenapp_180:1494 Port Checks TCP connection to Citrix XenApp serv._.. Cct 01,2014 14:06 Current |’V_“
Citrix XenApp 11.70 Network Network connection down Oct 01,2014 14:06 Current Ii
Citrix XenApp citrix_xenapp_180 Network Network connection down Cct 01,2014 13:04 ih |’V_“
Citrix XenApp citrix_xenapp_180:1494 Port Checks TCP connection to Citrix XenApp serv._.. Oct 01,2014 13:02 1h Zm Ii
Citrix XenApp citrix_xenapp_180 Network Network connection down Sep 30,2014 19:16 15h 7m |’V_“
e Citrix XenApp 11.70:1494 Port Checks HOX connection to Citrix XenApp serv... Sep 30,2014 19:15 15h 8m |i
e Citrix XenApp 11.70:1494 Port Checks TCP connection to Citrix XenApp serv... Sep 30,2014 19:15 15h 8m IN_“

Figure 5.5: The History of Alarms

> Clicking on the Show Alarms button after specifying a Component search string will display the details of
only those alarms that pertain to components with names that embed the specified search string (see

Figure 5.4).
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HISTORY OF ALARMS
Analysis By Type Component SETTINGS
Component w Citrix XenApp w Component name || i LI
greater than
Timeline
Component Ty Component Name Service(s) Test 24 hours v
Citrix XenApp citrix_xenapp_180 - Metwork Show acknowledgements Events per page
e Citrix XenApp citrix_xenapp_180:1494 = Port Checks No ~ 15 ~
Citrix XenApp citrix_xenapp_180 - Network Component Search Description Search
e Citrix XenApp citrix_xenapp_180:1494 - Port Checks citrix
Citrix XenApp citrix_xenapp_130 = Network
e Citrix XenApp citrix_xenapp_1380:1494 = Port Checks
e Citrix XenApp citrix_xenapp_130:1494 = Port Checks I'CF connection to CItrix XenApp serve... Sep 30, 2014 14:00 1h Zm ™~
Page of 1 a2 Displaying 1 -7 of 7
Figure 5.6: Alarm history of components settings page
HISTORY OF ALARMS X B &
Analysis By Type Component Priority
Component w Citrix XenApp w Component name (Of w All w m
Component Ty  Component Name Serviceis) Test Description Start Time Duration
Citrix XenApp citrix_xenapp_180 = MNetwork Network connection down Cct 01, 2014 14:07 Current Ii
o Citrix XenApp citrix_xenapp_180:1494 - Port Checks TCP connection to Citrix XenApp serve... Oct 01, 2014 14:06 Current |i
Citrix XenApp citrix_xenapp_180 = MNetwork Network connection down Cct 01, 2014 13:04 ih |i
o Citrix XenApp citrix_xenapp_180:1494 = Port Checks TCP connection to Citrix XenApp serve... Oct 01, 2014 13:02 ih Zm |i
Citrix XenApp citrix_xenapp_180 = Network Network connection down Sep 30, 2014 19:16 15h 7m Ii
o Citrix XenApp citrix_xenapp_180:1494 = Port Checks TCP connection to Citrix XenApp serve. .. Sep 30, 2014 19:13 15h 10m |i
o Citrix XenA... citrix_xenapp_180:1494 = Port Checks TCP connection to Citrix XenApp ser... Sep 30, 2014 14:00 1h 2m |i
Page of 1 = Displaying 1 -7 of 7

Figure 5.7: The Alarms for a specific component

> Inthe same way, if you click on the Show Alarms button after specifying a Description search string, then,
only those alarms with descriptions carrying the specified search string will be displayed in the HISTORY
OF ALARMS page (see Figure 5.6).
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HISTORY OF ALARMS

Analysis By Type

Component v Citrix XenApp

Component Ty Component Name

Citrix XenApp citrix_xenapp_130:1494

Citrix XenApp 11.70:1494

o Citrix XenApp 11.70:1454

€ cCirixxenApp 117001494

0 Citrix XenApp 11.70:1494

o Citrix XenApp 11.70:1494

o Citrix XenApp citrix_xenapp_130:1494
0 Citrix XenApp citrix_xenapp_180:1494
o Citrix XenApp 11.70:1494

o Citrix XenApp 11.70:1494

€ Citrix XenA..  11.70:1494

0 Citrix XenApp 11.70:1494

o

2

" page T lof2 [>T | O

Component

Service(s)

SETTINGS

Component name (|

Test

Port Checks
Port Checks
Port Checks
Port Checks
Port Checks
Port Checks
Port Checks
Port Checks
Port Checks
Port Checks
Port Checks
Port Checks

Duration is

greater than

Timeline

24 hours  w

Show acknowledgements

No w 15

Component Search

HUX connection to CItrix XenApp serv...
TCP connection to Citrix XenApp serv...
HDX connection to Citrix XenApp se...
TCP connection to Citrix XenApp serv...
TCP connection to Citrix XenApp serv...

HDX connection to Citrix XenApp serv...

Ewvents per page

w

Description Search

xenapp

Sep 30,2014 19:15
Sep 30, 2014 19:15
Sep 30,2014 19:15
Sep 30,2014 19:13
Sep 30, 2014 14:01

15h 10m
ih

-

e
I
o
-
ot

a [y
Displaying 1 - 15 of 16

Figure 5.8: Alarm history with alarm descriptions carrying a specified search string

> If the Show Acknowledgements flag is set to Yes, then, upon clicking the Show Alarms button, the
acknowledgement/deletion history of alarms will appear as depicted by Figure 5.9 below.

HISTORY OF ALARMS
Analysis By Type
Component v Citrix XenApp
Component Ty Component Name
@ cCitrixxenApp  11.70:1494
@ cCitrixXenApp  11.70:1494
€ Citrix XenA...  11.70:1494
@ CitrixXenApp  11.70:1494
0 Citrix XenApp citrix_xenapp_130:1494
0 Citrix XenApp  citrix_xenapp_180:1494
@ CirixXenApp  11.70:1494
@ CitrixXenApp  11.70:1494
@ CitrixXenApp  11.70:1494
@ cCitrixXenApp  11.70:1494
e Citrix XenApp citrix_xenapp_130:1494
€@ cCitrixXenApp  11.70:1494
T ———— e

Component

Service(s)

Component name ||

Test

Port Checks
Port Checks
Port Checks
Port Checks
Port Checks
Port Checks
Port Checks
Port Checks
Port Checks
Port Checks
Port Checks
Port Checks

SETTINGS
Duration is

greater than

Timeline

Zd hours  w

Show acknowledgements

Yes w 15

Component Search

HUX connection to CItrix XenApp serv...
TCP connection to Citrix XenApp serv...
HDX connection to Citrix XenApp serv...
TCP connection to Citrix XenApp serv...
TCP connection to Citrix XenApp serv...

HDX connection to Citrix XenApp serv...

Events per page

w

Description Search

®enapp

Sep 30, 2014 19:15
Sep 30, 2014 19:15
Sep 30, 2014 19:15
Sep 30,2014 19:13
Sep 30, 2014 14:01

15h 8m
15h 8m
15h 8m
15h 10m
ih

e

[
[
v
[
e

[
[
[
[
[
[

Figure 5.9: Acknowledgment/deletion history displayed in the alarm history page

> By default, the alarm history will not provide information on the users who are responsible for fixing the
problems indicated by an alarm - i.e., the users who have been assigned the server/device on which an
alarm has been raised. To ensure that every alarm displayed in the HISTORY OF ALARMS page is
accompanied by this useful user information, do the following:

43




ALARMS

o Edit the eg_ui.ini file in the <EG_INSTALL_DIR>manager\config directory.
o Set the Show_Users flag in the [ALARM_HISTORY] section of the file to true.
o Save thefile.

When this is done, the alarm history will include an additional User(s) column, where the names of users
who are responsible for fixing the problems indicated by each alarm will be displayed. With this
information, the alarm history page will not only enable help desk managers to instantly identify those
problems that have remained unresolved for the longest time, but also pin point those help desk
personnel who were unsuccessful / had taken a long time to resolve those problems - the efficiency of
the help desk staff can thus be ascertained. Moreover, a User(s) list will also additionally appear, which
will be set to All by default. If need be, you can pick a particular user name from this list and click the
Show Alarms button. Doing so will invoke the history of alarms associated with the chosen user alone
(see Figure 5.10).

HISTORY OF ALARMS X B

Analysis By Type Component Priority

Component - Component type (Optional) v Component name (Optional) Al - m

Component Type Component Name Service(s) Test Description Start Time Duration
Active Directory CDS001DCLP:389 - Security Log Many failure audits in the Windows Security Log {all} Oct 14, 2014 06:45 Current
Active Directory CDS001DCLP:389 - Windows Access Many permission errors Oct 13, 2014 15:07 Current

Active Directory CDS001DCLP:389 - Windows Access Many permission errors Oct 13,2014 11:46 1h32m

ERRER

g Active Directory CDS001DCLP:383 = TCP Port Status Connection unavailable {ADDS_web_service} Ccr 01,2014 13:14 Current

Figure 5.10: Alarm History of a particular user
Note:

Only users with the privilege to monitor all managed components in the environment (eg., users with the
Admin or Supermonitor role) can view user information in the HISTORY OF ALARMS page.

» Sometimes, a single alarm raised by the eG manager could have undergone many transitions/changes
during the specified Timeline. An alarm can change under any of the following circumstances:

o A change in the alarm priority: This could be a switch to a higher or lower priority.

o A change in the alarm description: For example, originally, a usage-related alarm may have been
raised on disk 'D' of a server. Later, disk 'C' of the same server might have experienced a space
crunch, causing another alarm to be raised.

o A change in the list of impacted services

» Using the HISTORY OF ALARMS page, you can now even view the history of transitions experienced by a
particular alarm. For this, just click on an alarm in the HISTORY OF ALARMS page. If the alarm has not
undergone any transitions, then the Alarm Transitions window that appears will once again display the
details of the alarm that was clicked on. On the other hand, if the alarm had experienced one/more
transitions during the given Timeline, then the Alarm transitions window will provide the details of each
transition - such details include, the alarm priority at the time of the transition, the component name,
test, and alarm description during the transition, when the transition began (start time), when it ended
(end time), and the total duration of the transition (see Figure 5.11).
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ALARM TRANSITIONS

No of transitions found - 1
Comp Type Comp Name Test Description Start Time End Time Duration

e IS Web KEN_DESKTOP_... HTTE Domain name r_.. Oct 08, 2014 17:0_. N Current

Figure 5.11: Viewing alarm transitions

» Using the details provided in the Alarm transitions window, you can understand how many transitions
have occurred for an alarm in a specified time window, and what they are. To focus only on the state
(critical/major/minor) changes that an alarm experienced, click on the left-arrow button to the right of the
Alarm transitions window. Alternatively, you can click on any of the alarm transitions in this window.
This will invoke a distribution pie chart that reveals the percentage of time during the total transition
period the alarm has been in the critical, major, and minor states. This reveals how alarm priorities have
changed during the entire transition period (see Figure 5.12).

ALARM TRANSITIONS
Mo of transitions found - 1 Transitions Distribution
Comp ... Comp ... Test Descri.... Start Time  End Time Du....
€ s web XEN_DE... HTTP Domain... Oct08,2.. - Cur...

Figure 5.12: Distribution of problems encountered during the transition period

» The HISTORY OF ALARMS page also comprises of a GRAPH icon, which when clicked, allows you to
view the graph of the corresponding measure for the last one hour. If the detailed diagnosis capability
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has been enabled for the eG installation, then problem measures for which detailed diagnosis is
available will be accompanied by the DIAGNOSIS icon. When this icon is clicked, the detailed
diagnosis of the measure will appear, throwing greater light on the problem condition. By default, the
graph and detailed diagnosis information will be displayed in the same window as the event history. If
you want to view the graph and detailed diagnosis in a separate window, click on the check box
preceding the & symbol, and then click on the GRAPH or DIAGNOSIS icons.

« You can save the event history in the CSV format by clicking on the CSV button in this page. To save
it as a PDF document, click on the PDF icon.

« The NEXT and PREVIOUS buttons, and the hyperlinked page numbers are provided to enable you to
easily browse the alarm information that runs across pages.

5.2 The CURRENT ALARMS Window

As stated already, when a user logs in as the supermonitor, he/she is entitled to the privileges of the
Supermonitor role. This means that a supermonitor receives an unrestricted view of the environment.

Note:

As discussed already, the monitoring rights of a Supermonitor are the same as that of the Admin and
ServerAdmin user roles. Therefore, this chapter will not discuss the Admin and ServerAdmin roles separately.

To begin with, the supermonitor gets to view the CURRENT ALARMS window that displays the list of current

alarms to the eG Enterprise system (see Figure 5.13), in the order of their priority.

Show | Alarms

Filter by | Priority

v | Priority | All

Type Component Name Description Layer Start Time
0 Citrix XenServer - VDI xen_35 High disk space usage [WinZK12R2 (8.34):C) Inside View of Desktops Feb 08, 2016 13:35 I'i e
a eC Manager egmanger_117:7077 Web page is unavailable { HomePagel eC Access Feb 08,2016 13:11 I'i @
@  VMware vSphere VDI esx51-15 Network connectivity to VM has failed {eContapindia [11.38]} Outside View of VMs Feb 08,2016 11:26 |
Citrix XenServer - VDI xen_35 Usage of allocated memory by VM is high {Oraclelinux & 2 (64-Bit) & Outside View of VMs Feb 08, 2016 14:19 |~
Microsoft Client Desktop clientdesktop_117 Many application errors in the event log {a/} Event Logs Feb 08, 2016 13:16 | Q
eC Manager egmanger_117:7077 ©ne or more agents are not running eC Application Feb 08, 2016 13:11 I“'_‘ B Q. 3
WMware vSphere VDI esx51-15 Memory settings for the VM are not optimal. Reduce the VM's configur... Qutside View of VMs Feb 08,2016 11:21 Ii
‘WMware Horizon Connec.. ViewConnector_245:443 Many failure audits in the Windows Security Log {a/i} Windows Service Feb 08, 2016 06:50 Ii Q
‘WMware Horizon View RDS rds_68:4172 Many failure audits in the Windows Security Log {a/} Windows Service Feb 07, 2016 22:02 Ii Q
eC Manager egmanger_117:7077 EgUserinfoTest:Nearing_expiry_users eC Access Feb 08, 2016 13:23 I'i @ Q —
Citrix XenServer - VDI xen_35 Disk usage on XenServer is high {Local storage} Operating System Feb 08, 2016 13:16 I'i
VMware Horizan Connec ViewConnector_245:443 Web page is unavailable | HomePage] View Server Feb 08,2016 13:11 |7
Citrix XenServer - VDI xen_35 WM snapshats have existed for many days { WING-XDDAPP76 (9.6} Outside View of VMs Feb 08, 2016 13:07 |~ Q4
Figure 5.13: The CURRENT ALARMS window displaying the current alarms
Note:

If required, you can make sure that the CURRENT ALARMS window does not pop up by default when a user logs

into the eG monitoring console. For this, do the following:

» Login to the eG administrative interface.

» Click on the E icon available in the Admin tab, and select the Monitor option from the Settings tile.

» Click on the Alarms sub-node under the General node in the SETTINGS tree-structure.
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» Set the Alarm popup flag that appears in the right panel to No. By default, this flag is set to Yes.
» Finally, click the Update button.

Following conventional management practices, eG Enterprise applies the color-coding scheme mentioned
below to indicate alarm priorities:

Color Priority Description
Red Critical Indicates the existence of a critical issue that
requires immediate attention
Orange Major Indicates the existence of an issue that could
cause serious consequences if not looked into
soon.
Yellow Minor Indicates the existence of a low priority issue.

Proactive alerts fall in this category.

The CURRENT ALARMS window (see Figure 5.10) also indicates the problem component-type, IP/host name of
the component that has encountered a problem, the layer that has been affected, and the date and time of the
problem. Accordingly Figure 5.11 indicates a critical problem with the Application Processes layer of the
Netscape Application server, and two major problems with the Web Transactions and Web Site layers of the web
server.

Typically, whenever an alarm is raised for problems at the host-level of a component, the Component type in
the CURRENT ALARMS page is automatically set to Host system, even if the component affected is a say,
Oracle database server or a Web server. The service desk may hence not be able to quickly determine the
exact component-type of the affected component from the alarm information. Moreover, help desk personnel
may prefer to view the operating system of the problem host as part of the alarm information displayed in the
CURRENT ALARMS page, as such an information will greatly simplify the troubleshooting process. To make
sure that the CURRENT ALARMS page enables help desk to easily understand, interpret, and solve problems
affecting a host's performance, you can optionally configure the eG Enterprise system to display the actual
Component type, Host system, or the affected Operating system for host-level alarms in the CURRENT ALARMS
page. To enable this capability, do the following:

« Edit the eg_ui.ini flag in the <EG_INSTALL_DIR>\manager\config directory

« Inthe [HOST_SYSTEM] section of this file, set the Show_HostSystem flag to any one of the following values
mentioned below:

o Set the Show_HostSystem flag to HostSystem if you want the component type to be displayed as Host
system for the host-level alarms;

o Set the Show_HostSystem flag to CompType if you want to display the affected component; This is the
default setting that is provided,;

o Setthe Show_HostSystem flag to OS if you want to display the operating system of the host;
« Finally, save thefile.

Note:
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This configuration affects the HISTORY OF ALARMS page, email/SMS alerts, and SNMP traps as well.

To know more about the exact nature of the problem, move your mouse pointer over the alarm displayed in
Figure 5.14. Additional alarm information in the form of a brief description of the problem, the test that detected
the problem, the test that reported the problem, the host on which the test executed, and the corresponding
site name (if any) will be displayed (see Figure 5.14).

4 t— X
Show | Alarms v Filter by | Priority v Priority | All w
\______________________________________________________________________________________________________________________________|
Type Component Name Description Layer Start Time
e 115 Web XEN_DESKTOP_EROKER:... Web page is unavailable {+HomePage} Web Server Oct 08, 2014 17:00 [
e Citrix XenDeskton Rr KFMN _DFSKTOPR R-ROKFR 20 KenDeckton rnm’r’n&ﬂr": time ic nntin cune \L"h The ﬂﬂnﬂn Ti Deckron rnnrrn&nrc Cct 08 _F014 1656 |-“' Q\
Citrix XenDs DESCRIFTION TEST SERVICE(S) IMPACTED MEASUREMENT HOST I R
Citrix XenDef| ~ Web page is unavailable {HomePage} HTTP IISWEB_SERVICE EXT_XENDESKTOP142
TCF connection failed { Homefage] HTTP |ISWEB_SERVICE EXT_XENDESKTOP142

Figure 5.14: Additional alarm information
Note:

The VALUE column of the additional alarm details displayed in Figure 5.14 reports the last measure value and
unit of the problem measure. The alarms window and email alerts will display the last measure value only if
the Show last measure value in alerts flag in the MAIL ALERT CONFIGURATION section of the MAIL ALERT
PREFERENCES page is set to Yes in the eG admin page.

Besides, a Graph icon is available against every alarm. Clicking on this icon invokes a graph of the problem
measure for a default period of 1 hour (see Figure 5.15). Using this graph, you can observe the time-of-day
variations in the behavior of the problem measure.
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Detailed Diaanosis Summary Graph | Trend Graph | Fix History | Fix Feedback X
Timeline : 1 hour From Hr To Hr
| (

Site Details/License server availability (%)

Component: XEN_DESKTOP_EROKER: 80 | Descriptor: eGXenDDC

Oct 08, 2014 16:44:46

License server availability (%) : 0

16:40
16:45 @
16:50
16:55
17:00
17:05
17:10
17:15
17:20
17:25
17
17:
17:40

Time(HH:mm)

Measurement Name Avg Max Min

License server availability (%) V] V] 0

Figure 5.15: A graph of the problem measure
Note:

To override the default measure graph Timeline of 1 hour, do the following:
» Login to the eG administrative interface as admin.
» Click on the E icon available in the Admin tab, and select the Monitor option from the Settings tile.
» Select the Graph option from the General Settings tree Select the Graph option
» Specify a timeline against the Timeline for graphs text box in the GRAPHS section
» Update the changes.

Moreover, to make diagnosis more efficient and accurate, eG Enterprise embeds an optional detailed
diagnostic capability. With this capability, the eG agents can be configured to run detailed, more elaborate
tests as and when specific problems are detected. For example, when the CPU usage of a host reaches the
threshold, the agent can be configured to provide more details - e.g., the top 10 process that are consuming
more CPU resources. Optionally, this capability can also be configured to periodically generate detailed
measures, regardless of the occurrence of problems.

If the detailed diagnostic capability is enabled for the problem measure indicated by the CURRENT ALARMS
window, then a special DD icon will be available against the corresponding alarm (shown in Figure 5.16).
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Show | Alarms ~ Filter by | Priority w Priority | All

Type Component Name Description Layer Start Time

a IS Web XEN_DESKTCP_BROKER:80 ‘Web page is unavailable { HomePagel ‘Web Server Oct 08, 2014 17:00 \"_A

e Citrix XenDesktop Br.. XEN_DESKTCP_ERCKER:80 XenDesktop controller's time is notin sync with the domain ti... Deskrop Controllers Oct 08, 2014 16:56 \ﬁ Q
Citrix XenDesktop Br.. XEN_DESKTOP_BROKER:80 License server is not available { eCXenDDC} Desktop Sites Oct 08, 2014 17:00 \"_A Q
Citrix XenDesktop B... XEN_DESKTOP_BROKER:... Few desktops are in unregistered state {windxendeskroot Desktop Groups Oct 08, 2014 17:00 \i Q

Figure 5.16: The CURRENT ALARMS window displaying the DD icon

Clicking on the icon reveals detailed information pertaining to the problem condition, so that you can quickly
and accurately zero-in on the root-cause of the problem. For instance, the CURRENT ALARMS window of Figure
5.13 indicates excessive CPU utilization on a host iis. Against the 'High CPU utilization' alarm raised on
Processor_0 of this host, you will find a 'magnifying glass' icon. Clicking on this icon will list the top-10 CPU-
consuming processes that were executing on Processor_0 of the host during the last hour (by default), thus
enabling you to identify the exact process that is causing the issue (see Figure 5.16). To view the detailed
measures related to any other processor supported by the same host, you can pick a different option for
analysis from the Description list of Figure 5.16 and click the Submit button. Similarly, you can change the
Measurement and the Timeline for the detailed diagnosis using Figure 5.17.

Note:
The DD icon will not appear in the CURRENT ALARMS window under the following circumstances:

» If the eG license does not support the detailed diagnosis capability
» If detailed diagnosis is not enabled for the test that generates the problem measure
» If no detailed measures are available for a problem test

Most administrators will agree that not all performance issues are caused by problems with the intemnal
operations or the external network traffic/connectivity of a component. Sometimes,
unplanned/unauthorized/accidental configuration changes can also adversely impact server performance. eG
Enterprise optionally provides a dedicated Configuration Management module, which enables you to keep track
of changes to the configuration of target components and analyze the performance impact of such changes.

Moreover, if the solution captures a configuration change in a component around the same time at which a
performance issue was detected with that component, then the CURRENT ALARMS window will
instantaneously turn your attention to the change by tagging that alarm with [# symbol, as depicted by Figure
5.17 below:
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Show | Alarms

ALARMS

Type

Citrix XenServer - VDI
Vihware vSphere ESX,V.
‘WMware vSphere VDI
Microsoft Windows

IBM WebSphere MO
Microsoft Windows
Microsoft Windows
Microsoft Windows

&G Manager

v

Filter by | Priority

Component Name
VDI_35

192 168.11.115
VDI_14
Hyper_2008_208
IBM_MQ:1414
WINS-32BITPC
winZk1Zengos-testing
Win_g8.101

sec_z48:7077

~ | Priority | All

Description

High disk space usage { WinZKk'12R2 (8.34) Toral}
Physical CPU usage is high { Lits}

Network interface of the ESX server is down {wmmic3}
Process not running {mmc}

MQ connection failed

Process not running {semptrash

Process not running {mmc}

Process not running {mmc}

JMX connection is unavailable

Layer

Inside View of Desktops
Operating System
Network

Application Processes
MQ Server

Application Processes
Application Processes
Application Processes

VM

Search

Start Time

08/02/16 10:43
08/02/16 10:42
08/02/16 10:42
08/02/16 10:38
08/02/16 10:37
08/02/16 10:37
080216 10:37
08/02/16 10:37
08/02/16 10:37

&) o
3

)

0000000000

Microsoft Windows hyper_2012_205 Service is not up { Computer Browser] ‘Windows Service 0802716 10:37

TRRERRERRERIRTR
oY)

Citrix XenServer - VDI VDI_35 Usage of allocated memary by VM is high { Oraclelinux 6.2 (64-bit} Outside View of VMs 08/02/16 10:48

i

Delete Alarm Acknowledge

Figure 5.17: Tracking configuration changes in managed components

Clicking on the @ symbol will open a small pop up window as shown in Figure 5.18 helps you in viewing the
recent configuration changes that were made to the problem component from the CURRENT ALARMS page
itself. This pop-up window will indicate which configuration metric changed, when, what its previous value
was, and what it changed to.

Show | Alarms w Filter by | Priority v Priority | All v

Type Component Name Description Layer Start Time
Metwork Node Cvil0 Many in discards {50:uplink naar core-2} Metwork Mar 02, 2016 06:16 M
Metwork Node Kbwals-2 Many in discards {Ten-CigabitEthernet2 /0/23 Interf.. Metwork Mar 02, 2016 06:16 M

VMware vSphere _.. wijltd hpesx001.wjltd.... Many large snapshots for this VM {ZUMEL-DC001} Qutside View of ... Mar 02, 2016 06:16

CONFIGURATION DETAILS FOR WILTD.HPESXOO1.WILTD.NET DURING LAST 24 HRS

DESCRIPTOR MEASURE CHANGE DATE PREVIOUS VALUE PRESENT VALUE
ESX Hardware — Storage Information (Changes : B)
netapp01-sas-vmfs-06

Installed 2016 05:34:05
netapp01-sata-vmfs-05

Installed 2016 05:34:05
netapp02-sas-vmfs-03

Installed 2016 05:34:05
netapp02-sata-vmfs-07

Installed 2016 05:34:05

netappl1-vmfs-sas GED

Elock size 2016 05:34:05

Figure 5.18: Viewing the recent configuration changes to a problem component

Some changes to configuration may not be obvious at first glance. For instance, in the case of configuration
metrics with values that run to a few lines, a small change in the middle of a line may go unnoticed, even if
both the previous and current values are provided. eG Enterprise zooms into such configuration changes and
highlights exactly what has changed, where. Such changes are tagged with the # icon at the end (see Figure
5.19).
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Show | Alarms v Filter by | Priority v Priority | All

Type Compaonent Name Description Layer Start Time

ESX Resource Pools Information (Changes : 1)
Resources

Pool VM Names Mar 10, 2016 05:18:17 WIMEL-JKWIN7-08, WJMEL- WIMEL-JKWINT-08,WJMEL-
JKWINT-09,W]MEL-JK JKWINT-09,W]MEL-JK
WIN7-10,ZUMEL- WIN7-10,ZUMEL-

DCO0T WILTD-CCTEDBOOZ Al DCOO1 WILTD-CCTEDEOOZ All
Zuji and Zuji and
WINZ WILTD-EXCASDO 1, WJLTD- WINZ WILTD-EXCASOOT,WILTD-
SHFILEDOT W)- SHFILEDOT W)-
CUBACS-01, WMEL- CUBACS-01,WJMEL-
PRINTOOT,WJMEL-DCO01,W)- PRINTOO1,WJMEL-DCOD1,WJ-
DEVW]-WJNZ,WJLTD- DEVW]-WINZ WJLTD-
PVS002 WJMEL-NUGETO01,W PVS002 WJMEL-NUGETOO01,W
JMEL-JKZAU0OT W]-UTIL- IMEL-JKZAUOOT W]-UTIL-
02, WILTD-MDMO02Z, W) 02, WILTD-MDMO02Z, W]
LTD-LYNCOO3, TEST- LTD-LYNCOO3 WILTD-
HACK,WJLTD-XDIROOT, WILT XDIROOT, WJLTD-OCPMOO1,
D-QCPMOO01 TEST-HACK

3

Oracle Database srv-ora-prod®1:152... Parse cpu to parse elapsed ratio is low Memaory Structures Mar 02, 2016 06:16 E
Oracle Database srv-ora-prod01:152... Execute to Parse ratio is low Memory Structures Mar 02, 2016 06:16 M

Figure 5.19: An intricate configuration change that has been tagged with a special icon to enable zoom-in

Clicking on this icon will open a Difference window (see Figure 5.20). The Difference section in this window
clearly highlights where changes have taken place. From the Added and Removed sections, you can instantly
figure out what has been newly added to the value of the configuration measure, and/or what has been
removed.
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Component
Test
Descriptor

Measure

Previous Value

Present Value

Difference

Added

Remowved

wijltd _hpesx001 wjltd_net:VMware vSphera ESX

ESX Resource Pools Information
Resources
Pool VM Mames

WIMEL-JKWINT7-08, WIMEL-JKWIN7-09, WJMEL—]KWIN7-10,ZUMEL-DCO01 WJLTD-
CCTEDBOO2 All Zuji and WINZ, WILTD-EXCASOO1, WILTD-SHFILEOO1 W)-CUBACS-
01, WJMEL-PRINTOOT WJMEL-DCOOT  WJj-DEVW)-W]NZ,WILTD-PVS002, WMEL-
NUGETOO1,WJMEL-JKZAUOOT  Wj-UTIL-02,WJLTD-MDM002, WJLTD-LYNCO03, TEST-
HACK WILTD-XDIROOT WJLTD-OCPMO0]1

WIMEL-JKWINT7-08, WIMEL-JKWIN7-09, WJMEL—]KWIN7-10,ZUMEL-DCO01 WJLTD-
CCTEDBOOZ All Zuji and WINZ, WILTD-EXCASOO1, WILTD-SHFILEOOT W)-CUBACS-

01, WJMEL-PRINTOOT WJMEL-DCO0T WJ-DEVW)-WINZ,WJLTD-PVSD02, WMEL-
NUGETOO1,WJMEL-JKZAUOOT W|-UTIL-02,WJLTD-MDM002, WILTD-LYNCOO03, WLTD-
XDIROOT WILTD-OCPMOO1, TEST-HACK

WIMEL-JKWINT7-08, WIMEL-JKWIN7-09, WJMEL—]KWIN7-10,ZUMEL-DCO01 WJLTD-
CCTEDBOO2 All Zuji and WINZ, WILTD-EXCASOO1, WILTD-SHFILEOO1 W)-CUBACS-
01, WJMEL-PRINTOOT WJMEL-DCODT  WJ-DEVW)-W]NZ,WJLTD-PVS002,WMEL-
NUGETOO1,WJMEL-JKZAUOOT Wj-UTIL-02,WJLTD-MDM002, WJLTD-LYNCOO03 FEST—
HASKOWILTD-XDIROOT WILTD-OCPMOOT TEST-HACK

TEST-HACK

Figure 5.20: Zooming into a particular configuration change

By default, a select few metrics alone have been marked by eG for a closer look when configuration changes
occur. The value of such measures alone is tagged with the # icon. If required, you can override this default
list by allowing the ‘difference’ drill-down for additional metrics. For this, follow the steps below:

1. Edit the eg_configtests.ini file in the <EG_INSTALL_DIR>manager\config directory.

2. Inthe [SHOW_DIFFERENCES] section of the file, you will find some default entries of the following format:
<Internal_name_ of _configuration_test>=<Comma-separated list of configuration metrics for which changes

need to be highlighted>

3. If required, you can append more measures of a test to the comma-separated list. You can also add more
test-measure combinations to this section. For instance, you can add the following entry to this section:
IpSettings_cf=Description,Ip_add, Subnet, DHCP_server,DNS_server, WINS_server

Note that only internal test names and measure names should be specified.

4. Finally, save thefile.

Clicking the More Details in Figure 5.18 will lead you to Figure 5.21, using which you can instantly figure out the
configuration change that may have contributed to the problem at hand.
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CONFICURATION CHANCE - DETAILED - COMPONENT NAME 4 Back

View By - |Component =]

Change criteria - | Component Name =]

c Name - [ WINS-32BITPC:Microsoft Windows [=]

Show changes in -

Timeline : [Any [+ From[E [07/02/16 | Hr [11[+] Mins

1P Settings Configuration
Network Adapters Configuration

Show: @ Recent changes () All changes

Arrange changes by - @ Information ) Date

SUBMIT

Component Name : WIN3-32BITPC [Microsoft Windows] Recent changes between 07/02/16 11:01 and 08/02/16 11:01

Service

o 1 2 3 4 5
Number of changes

Figure 5.21: Changes in the configuration of a component

By default, the alarm window displays alarms of all priorities. This is indicated by the default selections in the
Filter by and Priority lists. In Figure 5.12, you can see that the Priority option is chosen by default from the Filter
by list, and the All option is chosen by default from the Priority list.

Show | Arzrms | Filer by [ priory v by

Type Component Name Description Layer Start Time

€  Windows windows1é Disk is very busy {Disk0 € D: E} Operating System Oct 08, 2014 13:11 I & &
€ Windows windows15 Disk is very busy [Disk0 C: 0: £} Operating System Oct 08, 2014 13:11 b e X
€  Windows windows17 Disk is very busy {Disk0 € D: E} Operating System Oct 08, 2014 13:11 I & &
€ Windows windows20 Disk is very busy [Disk0 C: 0: £} Operating System Oct 08, 2014 13:11 b e X
€  Windows windows26 Disk is very busy {Disk0 € D: E} Operating System Oct 08, 2014 13:11 I & &
€ Windows windows38 Disk is very busy [Disk0 C: 0: £} Operating System Oct 08, 2014 13:11 b e X
€  Windows windows33 Disk is very busy {Disk0 C D: £} Operating System Oct 08, 2014 13:11 I & &
@ windows windows16. Disk is very busy {Disk0 C O £} Operating System Oct 08, 2014 13:10 | [ G
€  Windows windows13 Disk is very busy {Disk0 € D: E} Operating System Oct 08, 2014 13:10 I & &
€ Windows windows36 Disk is very busy [Disk0 C: 0: £} Operating System Oct 08, 2014 13:10 b e X
e Citrix XenServer - VDI Xenz224 Network connection issue: Packet loss is high Network Oct 08, 2014 10:05 |i Q
€)  Client Deskiop clientdesk Network connection issue: Packet loss is high Network Oct 08, 2014 07:29 | Q
e Citrix XenDesktop Director xendesktopdir Network connection issue: Packet loss is high Network Sep 24,2014 14:51 |i Q
@ Linux lin12 Network connection issue: Packet loss is high Network Sep 17, 2014 14:56 | Q
e Java Application agent|RE IMX connection is unavailable JVM Internals Sep 17,2014 12:37 |i B.

€)  VMware vCenter vCenter Network connection issue: Packet loss is high Network Sep 16, 2014 08:50 | Q

Figure 5.22: Viewing the critical and major alarms
To view only the critical alarms, select the Critical option from the Priority list box (see Figure 5.22).
Type Component Name Description Layer Start Time

@  Windows windows14 Disk is very busy { Disk0 C D- £} Operating System Oct 08, 2014 13:11 [ &
€ Windows windows15s Disk is very busy { Disk0 C: D: £} Operating Systam Oct08, 2014 13:11 [N

Figure 5.23: Viewing the critical alarms

Likewise, you can view the Critical & Major alarms together, or view the Major or Minor alarms alone by
selecting the corresponding options from the Priority list.
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Besides Priority, alarms can also be filtered on the basis of Component Type, Services, Segments, or Zones. For
instance to view the alarms pertaining to a particular component type alone, pick the Component Type option
from the Filter by list, and then select a component type of your choice from the Types list (see Figure 5.22).
For instance, Citrix administrators would typically be more concerned with issues pertaining to their mission-
critical Citrix XenApp installations. To focus on Citrix-related issues alone, Citrix administrators can filter the
alarms list by selecting Component Type from the Filter by list and then choosing the Gitrix XenApp option from
the Types list (see Figure 5.24).

Show | Alarms - Filter by | Component Type v Component Type | < XenDesktop Director v
Type Compaonent Name Description Layer Start Time

€)  Citrix XenDesktop Directar xendesktopdir Network connection issue: Packet loss is high Metwork Sep 24, 2014 1451 [ Q,
Citrix XenDesktop Director xendesktopdir:80 Connection unavailable {80} Application Processes Sep 24,2014 15:08 \L
Citrix XenDesktop Director  xendesktopdir:80 Web is unavailable { Director_Homel Web Server Sep 24,2014 14:50 |

Figure 5.24: Filtering the alarms based on Component Type

Likewise, service managers can filter the alarms list to view only those alarms that are impacting a particular
business service's performance. For this, they need to select the Services option from the Filter by list, and pick
a service of interest to them from the Services list (see Figure 5.24).

Show | Alarms v Filter by Services | AirTel v
Type Component Name Description Layer Start Time

€ JavaApplication agentJRE IMX connection is unavailable JVM Internals Sep 17,2014 12:37 [y
G Manager Java Application  manager|RE High disk space usage {} Cperating System Sep 22,2014 16:03 | [
Windows windows7_x64 High disk space usage {] Operating System Sep 22,2014 16:03 | [&
Java Application agent|RE High disk space usage {(} Operating System Sep 22, 2014 16:00 [y
eG Manager managerJRE:7077 EgServietinfoTestAvg_update_time { Upioad Disgnosist eG Application Oct 08, 2014 13:15 \L r.ﬁ.
Java Application manager|RE: 7077 Many system errors in the event log { &/} Windows Service Oct 08, 2014 13.06 g Q
Windows windows7_x64 TCP retransmission percentage is high TCP Oct 07, 2014 08:44 | [
Windows windows7_x64 Many processes using handles above the configured limit Cperating System Sep 22, 2014 15:55 \L r.ﬁ. Q

Figure 5.25: Filtering the alarms based on Service name

In the same way, performance degradations experienced by the components in a segment/zone can also be
viewed in the CURRENT ALARMS window.

You can even run quick searches on the alarm window to locate alarms of interest to you. The default criterion
for such searches is component type; this is indicated by the default selection, Type, in the Search by list in
Figure 5.25. To search for alarms related to a component type, specify the whole/part of the name of that
component type in the text box next to the Search by list and click the 'magnifying glass' icon adjacent to it. All
alarms related to component types with names that match the specified search string will then appear in the
alarms window (see Figure 5.25).

Show | Alarms w Filter by | Component Type v Component Type | Citrix XenDesktop Site v
Type Component Name Description Layer Start Time
Citrix XenDesktop Site xendesktopsite Network connection issue: Packet loss is high Network Oct 07, 2014 06:28 | Q
Citrix XenDesktop Site xendesktopsite:80 ‘Web is unavailable { Director_Home} Web Server Oct 07,2014 06:28 |i
Citrix XenDesktop Site xendesktopsite:80 Connection unavailable { 36} Application Processes Oct 07, 2014 06:15 |

Figure 5.26: Searching for the alarms related to a particular component type
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You can even search for alarms related to a Component, alarm Description, or Layer, by picking the desired
option from the Search by list, and specifying a search string in the text box next to it.

Also, with a single mouse click, you can change the order in which the alarms are sorted in the CURRENT
ALARMS window. By default, alarms are sorted in the descending order of the START TIME of issues. To
arrange them in the ascending order of START TIME, simply click on the column label - START TIME - in Figure
5.26. The current sort order will be depicted by an 'arrow' symbol in the sorted column - while an 'up arrow'
symbol signifies the ascending order, the 'down arrow' denotes the descending order. This way, you can
quickly arrange the contents of the alarms window in the ascending/descending order of any of the displayed
columns.

Type Component Name Description Layer Start Time

Citrix XenDesktop Site xendesktopsite: 80 Cennection unavailable {80} Application Processes Qct07, 2014 06:15 \L

Citrix XenDesktop Site xendesktopsite Metwork connection issue: Packet loss is high Metwork Oct 07, 2014 06:28 [ Q,
Citrix XenDesktop Site xendesktopsite: 80 ‘Web is unavailable { Director_Home} Web Server Qct07, 2014 06:28 \L

Figure 5.27: Sorting the alarms in the ascending order of the START TIME of issues

In addition to the above, the option to DELETE alarms can be enabled for specific monitor users registered with
the eG Enterprise system. While creating/modifying the profile of a user using the eG administrative interface,
you can set the Allow alarm deletion flag to Yes for that user, if you want to grant him/her the right to delete
alarms. By default, the alarm deletion capability is disabled for all users (including the admin and supermonitor
users) to the eG monitoring console.

If the capability has been explicitly enabled for a user, say the supermonitor, then the ALARMS window will
display an additional DELETE button. To delete an alarm, select the check box corresponding to the alarm, and
then click the DELETE button.

Show | Alarms W Filter by | Priority v Priority | All ~
Type Component Name Description Layer Start Time
Q Microsoft RDS ASH-HOST15:3389 CPU time used by user's sessions is high { ash|goesreno... Terminal Users Oct 14, 2014 06:38 I”_ E:l Q '
0 Citrix XenApp 4/5/6.% CB1V5113:1494 Process not running { CitrixPrintManager; Application Processes Oct 14, 2014 05:37 I”_
Q Citrix XenApp 4/5/6.% RFWDCXWKOL1:1494 CPU time used by user's sessions is high { royalfarwest|f.. Citrix Users Oct 14, 2014 05:30 I”_ Q
o Citrix XenApp 4/5/6.% SRV-CRUS:1494 Process not running {Spoofer} Application Processes Oct 14, 2014 03:01 |L
€  Exchange Mailbox EXCMEXDCLP Disk is very busy {Disk3 £ Operating System Oct 14,2014 02:41 | [ &
0 VMware vCenter LABVCSOD1 Datastore is not available { ESXi1_Local L LN} Datacenters Oct 13, 2014 13:26 lﬁ |_—-1:\r
6 C9i Application Server WinxpUK10-179 High disk space usage {C} Operating System Cct 13 2014 11:26 Iﬁ
) Weblogic crm_uat High disk space usage {} Operating System oct13, 20141126 |1 [
e Citrix XenApp 4/5/6.x xen-app-1.horeca.be:1d .. Process not running { FC4} Application Processes Cct 12, 2014 22:38 |i
e Citrix NetScaler ADC NS Long term average response time is high Security Oct 12, 2014 09:57 |i
Q Citrix XenApp 4/5/6.% CAFTICTX1 Metwork connection issue - Packet loss is high Network Oct 12, 2014 09:04 I”_ Q
0 Exchange 2010 sovereign:691 Exchange mailbox database is unavailable {MaillboxDarabas. .. Mailbox Services Oct 12, 2014 03:25 I”_

Delete Alarm Acknowledge

Figure 5.28: The ALARMS window with the option to ACKNOWLEDGE alarms

Doing so will invoke Figure 5.28, where you can provide a Reason for deleting the chosen alarm. You may also
decide not to provide any Reason for the deletion, if you so desire. Click the Submit button to save the reason,
and to confirm the deletion of the alarm.
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ACKNOWLEDGE - EG MANAGER

Componant Type(s) Microsoft RDS
Component Name(s) ASH-HOST15:3389

Description CPU time used by user's sessions is high
{ashygoestenopdam-1}

Layer Terminal Users

Acknowledgement

[suomit [l Crear

Figure 5.29: Providing a reason for the alarm deletion
Note:

« If required, you can delete multiple alarms simultaneously, by selecting the check boxes corresponding to
the alarms and clicking the Delete button. A common Reason can then be provided for such a deletion.

« Even after an alarm is deleted, the problem measure for which the alarm was originally raised will continue
to remain in the abnormal state, until the problem in question is actually resolved. However, the
component, layer, and test associated with the problem measure will be in the normal state.

Optionally, an acknowledgement can be provided for an alarm displayed in the eG monitor interface (see Figure
5.30). By acknowledging an alarm, a user can indicate to other users that the issue raised by an alarm is being
attended to. In fact, if need be, the user can even propose a course of action using this interface. In such a
case, a user with Admin or Supermonitor privileges (roles) can edit the acknowledgement by providing their
own comments/suggestions on the proposed action. The acknowledgement thus works in three ways:

« Ensures that multiple members of the administrative staff do not unnecessarily invest their time and effort
in working on a single issue;

« Serves as a healthy forum for discussing and identifying permanent cures for persistent performance ills;
« Indicates to other users the status of an alarm

In the CURRENT ALARMS window of Figure 5.16 select the check box corresponding to the alarm to be
acknowledged, and click on the ACKNOWLEDGE button therein. This button will appear only if the current user
is authorized to either acknowledge an alarm / edit an acknowledgement.

Figure 5.28 will then appear using which the alarm can be acknowledged. To save the acknowledgement,
click the SUBMIT button in Figure 5.29.
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ACKNOWLEDGE - EG MANAGER

Component Typei(s) Microsoft RDS
Component Names(s) ASH-HOST15:3389

Description CFPU time used by user's sessions is high
{ash\goestenopdam-1}

Layer Terminal Users

Acknowledgement This Microsoft RDS no longer exist.

[unscknowiedge I submis Jf Ciear

Figure 5.30: Submitting an acknowledgement

Doing so will lead you back to the CURRENT ALARMS window, but this time, a symbol indicated by Figure 5.30
will prefix the acknowledged alarm. Moving your mouse pointer over the symbol will reveal the details of the
acknowledgement such as its description, and the user who has acknowledged the alarm, and the date and
time specifications of the acknowledgement.

Type Component Name Description Layer Start Time
6 Citrix XenApp 4/5/6.% WRZ-CX-03:1494 CPU time used by user's sessions is high [ vrz|bergea) Citrix Users Cct 14, 2014 07:00 \ﬁ Q l

ﬁ Microsoft RDS ASH-HOST15:3389 CPU time used by user's sessions is high { ash|goesteno... Terminal Users Oct 14, 2014 06:38 \i E& Q\

Figure 5.31: Figure 5.31: The acknowledgement description

In large environments, it is but natural that the same set of components are assigned to multiple users for
monitoring. In such environments, some/all the users with monitoring rights to a component might want to
post their comments for an alarm related to that component. If acknowledgment rights are granted to all these
users, then each of them can login to the monitor interface and provide an acknowledgement description for
the same alarm using the procedure discussed in Section 1 above.

eG Enterprise maintains a history of the acknowledgement descriptions provided by multiple users with rights
to monitor a single component, and lists the entire history the next time one of these users attempts to view
the acknowledgement details (see Figure 5.31) in the CURRENT ALARMS window. This way, the administrative
staff can share the responsibility for resolving critical issues, brainstorm online to identify accurate remedies,
and even provide each other with quick updates on problem status.
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Show | Alarms w Filter by | Priority

v Priority | Critical v

Delete Alarm Acknowledge

Figure 5.32: Details of the acknowledgement

Type Component Name Description Layer Start Time
o Citrix XenApp 4/5/6.x WVRZ-CX-03:1494 CPU time used by user's sessions is high { vrz| bergea) Citrix Users Cct 14 2014 07:00 Iﬁ aQ
ﬁ Microsoft RDS ASH-HOST15:3389 CPU time used by user's sessions is high { & asfi|goesre... Terminal Users Oct 14, 2014 06:38 E |_—-t:\t- aQ
g USER ACKNOWLEDCEMENT DETAIL TIME ACKNOWLEDGED Q
e supermonitor This Microsoft RDS no longer exist. Cct 14,2014 07:00:58
e Exchange Mailbox EXCMEXDCLP Disk is very busy {Disk3 £} Operating System Oct 14, 2014 0Z:41 |ﬁ |_—¢2\£- Q
e VMware vCenter LAEVCSO1 Datastore is not available { £8Xi01_Locall LUN} Datacenters Cct 13 2014 13:26 |i |_—¢2\£-
e O8i Application Server WinxpUK10-179 High disk space usage {C} Operating System Oct 13,2014 11:26 E
e WebLogic crm_uat High disk space usage {C} Cperating System Ocrl3 Z014 1126 |; |_—¢i-
e Citrix XenApp 4/5/6.x xen-app-1.horecabe:l4. .. Process not running {4CA} Application Processes Oct 12,2014 22:39 E
e Citrix NetScaler ADC NS Long term average response time is high Security Oct 12, 2014 09:57 |;
e Citrix XenApp 4/5/6.x CAFTICTX1 Network connection issue - Packet loss is high Network Oct 12,2014 09:04 E Q

An alarm can also be unacknowledged, but only by the user who originally submitted the acknowledgement.

For unacknowledging, once again, select the check box corresponding to the acknowledged alarm in the
CURRENT ALARMS window and click the ACKNOWLEDGE button therein. When Figure 5.31 appears, click on
the UNACKNOWLEDGE button in it. This will make sure that the ‘acknowledgement’ symbol is removed from

CURRENT ALARMS window.
Note:

A user can edit/unacknowledge only those acknowledgement descriptions that he/she originally provided.

ACKNOWLEDGE - EG MANAGER

Component Type(s)

Component Name(s)

Description

Layer

Acknowledgement

Microsoft RDS
ASH-HO5T15:3389

CPU time used by user's sessions is high
{ash\goestenopdam-1}

Terminal Users

This Microsoft RDS no longer exist.

[unacknowteage | suomi [ ciear

Figure 5.33: Unacknowledging an alarm

The alarm window will refresh periodically to show the latest set of alarms.

Note:
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The default refresh period of the alarm page is 60 seconds. This however, can be changed by modifying How
frequently alarm page is refreshed in the REFRESH section of the MONITOR SETTINGS page in the eG
administrative interface.

Clicking on an alarm will lead monitor users to a page that displays the layer model, tests, and measurements
pertaining to the problem component (see Figure 5.33).

Besides open issues, you can also use the CURRENT ALARMS window to view the tests that are currently in an
UNKNOWN state in the environment. A test can switch to an UNKNOWN state when the eG Enterprise system
is unable to determine the state of one/more metrics that test reports - this could be because of any of the
following reasons:

The test could have been wrongly configured;
The eG agent executing the test could have suddenly stopped;

The eG agent may have been unable to pull out metrics from the server;

YV V VY V

The eG agent executing the test may not be able to transmit the metrics collected by that test to the eG
manager, owing to say, poor network connectivity;

To enable administrators to receive a heads-up on the Unknown tests in the environment, so that issues such
as the ones mentioned above can be isolated and resolved, the Show list in the left top corner of the CURRENT
ALARMS window includes a special Unknowns option.

Selecting the Unknowns option from the Show list invokes Figure 5.33, where the TESTs in an indeterminate
(i.e., UNKNOWN) state, the layers to which the tests are mapped, the names of the components they are
associated with, and their corresponding component types will be listed.

Show Filter by | Component Type » Component Type | All w
Type Component Name Layer Test
0 2X Client Cateway Cw1l.ash.local:80 ‘Web Server HTTP '
0 Active Directory LABDCO1:389 AD Service Global Cataleg Search
0 Cisco ASA Sparrow ASA Tunnels ke Clobal Tunnels
0 Cisco ASA Sparrow ASA Hardware ASA Hardware Status
0 Cisco ASA Sparrow ASA Sessions ASA Sessions
0 Cisco ASA Sparrow ASA Hardware ASA Memory Details
0 Cisco ASA Sparrow Network Network
0 Cisco ASA Sparrow ASA Sessions ASA Remote Access Sessions
0 Cisco ASA Sparrow ASA Tunnels ke Secondary Tunnels
0 Cisco ASA Sparrow ASA Hardware ASA CPU Details
0 Cisco ASA Sparrow Network Network Interfaces
0 Cisco Catalyst Switch ABAT Network Device Uptime
0 Cisco Catalyst Switch budgetnetZ05g Operating System Cisco Temperature
0 Cisco Catalyst Switch Block-18 Network Network

Figure 5.34: The components, tests, and metrics in an Unknown state

By moving your mouse pointer over any test in Figure 5.34, you can determine which measure(s) of the test is
in the UNKNOWN state currently and which SERVICES are impacted by this (see Figure 5.35).
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Show Filter by | Component Type w Component Type | All w
Type Component Name Layer Test
0 2X Client Gateway GWl.ash.local:80 Web Server HTTP I
& ActiveDi
SERVICE(S) IMPACTED MEASUREMENT HOST MEASURE
@ Cciscoas
= CWl.ash.local Web availability, Content length, Content
€ Cciscoas validity,
Data transfer time DNS availability, Response
0 Cisco AS| code,
Total response time, Server response
0 Cisco AS| time, TCF connect time
© ciscoasa Sparrow Netwark Netwark
0 Cisco ASA Sparrow ASA Sessions ASA Remote Access Sessions
o Cisco ASA Sparrow ASA Tunnels lke Secondary Tunnels
@ Ciscoasa Sparrow ASA Hardware ASA CPU Details
0 Cisco ASA Sparrow Network Metwork Interfaces
0 Cisco Catalyst Switch ABAT Network Device Uptime
0 Cisco Catalyst Switch budgetnet205g Operating System Cisco Temperature
0 Cisco Catalyst Switch Block-18 Network Network
0 Cisco Catalyst Switch ABAT Operating System Cisco Temperature
0 Cisco Catalyst Switch Block-18 Operating System Cisco Memory
S

Figure 5.35: Viewing additional information related to the Unknown alerts

By default, the eG Enterprise system displays the UNKNOWN tests across all managed component types in
the environment in Figure 5.34 and Figure 5.35. This is why, the Filter by list is set to Component Type by
default and the Types list is set to All by default in Figure 5.36. To view the Unknowns related to a specific
component type, pick anytype of your choice from the Types list. Doing so will list only those UNKNOWN tests
that are associated with the components of the chosen Type (see Figure 5.36).

Show | Unknowns ~ Filter by | Component Type - Component Type | < XenDesktop Director w

Type Component Name Layer Test
9 Citrix XenDesktop Director xendesktopdir: 30 Application Processes Windows Processes
9 Citrix XenDesktop Director xendesktopdir: 80 Hardware Mainboard Sensors
0 Citrix XenDesktop Director xendesktopdir:30 Hardware CPU Sensors
0 Citrix XenDesktop Director xendesktopdir: 80 Users User Connections

Figure 5.36: Viewing the details of Unknowns related to a specific component type

You can even filter the Unknowns list on the basis of service and segment names, so that you can quickly
figure out which service/segment components have been affected by Unknowns and what tests and metrics
are causing this. For instance, to view the Unknown tests in a service, select Services from the Filter by list of
Figure 5.36 and pick a service from the Services list. The service components with Unknowns, their
corresponding component types, the layers to which the UNKNOWN tests are mapped, and the UNKNOWN
tests themselves will then be listed, as depicted by Figure 5.36.
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HISTORY OF ALARMS ¥ B dl
Analysis By Service Type Component Priority
Service ~ customer.eginnovations.com v Compenent type (Optional) v Compenent name (Optional) All v Show Alarms
Component Type Compaonent Name Service(s) Test Description Start Time Duration
MysQL customer_eginnovations.com:3306 customer MySQL User Proces Many idle MySQL processes {root} Oct 13,2014 11:20 6m 555 [SeN
MySQL customer. eginnovations.com:3306 customer. MySQL User Proces Mary iclle MySQL processes froot} Oct 13,2014 05:48 Sh18m [SeN
O we customer.eginnovations.com:80 customer HTTP Web page is unavailable {HomePage} Ccr 02, 2014 04:54 Current [

Figure 5.37: Viewing the list of Unknowns in a particular service

Likewise, to view the details of Unknowns in a particular segment, pick Segments from the Filter by list, and
select the Segment of interest to you. 5.2 will then appear, where you can view the segment components with
Unknowns, their corresponding component types, the layers to which the UNKNOWN tests are mapped, and the
UNKNOWN tests themselves.

Show | Unknowns w Filter by | Services w Services | AirTel w

Type

Java Application
Java Application
Java Applicaticn
Java Application
Java Application
Java Application
Java Application
Java Application
Java Application
Web

‘Web

Q00000000000

Web

Component Name
agent/RE
agent/RE
agent|RE
agent/RE
agent/RE
agent/RE
agent/RE
agent/RE
agent/RE
www.google.com:80
www.google.com:80

www.google.com:80

Layer

J¥M Internals
J¥M Engine
JUM Internals
J¥M Engine
J¥M Engine
VM Internals
Application Processes
J¥M Internals
J¥M Internals
‘Web Server
‘Web Site

Application Processes

Test

J¥M Threads

J¥M Uptime

JWM Garbage Collections
J¥M Memory Usage

J¥M CPU Usage

Java Classes

Processes

J¥M Memory Pool Garbage Collections
JMX Connection to [VM
‘Web Server

‘Web Site

Processes

Figure 5.38: Viewing the list of Unknowns in a particular segment

Where there are numerous components with Unknowns, you can quickly zoom into the Unknowns of specific
interest to you using the search utility that the Unknowns window embeds. For instance, to view the Unknowns
related to particular component type, pick the Type criterion from the Search by list and specify the whole or
part of the component type to search for in the text box next to it. Then, click on the 'magnifying glass' icon
within. This way, you can instantly access information related to the Unknowns in all component types with
names that match the specified search string (see Figure 5.38).
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Show | Unknowns w

Filter by | Component Type w Component Type | All w

Type Component Name Layer Test
9 Citrix XenDesktop Director xendesktopdir:80 Cperating System Memaory Details l
9 Citrix XenDesktop Director xendesktopdir:80 Hardware GPU Sensors
9 Citrix XenDesktop Director xendesktopdir:80 Cperating System 25 Details
0 Citrix XenDesktop Director xendesktopdir:80 ‘Windows Service System Event Log
9 Citrix XenDesktop Director xendesktopdir:80 Application Processes ‘Windows Processes
9 Citrix XenDesktop Director xendesktopdir:80 Cperating System Uptime
0 Citrix XenDeskrop Director xendeskropdir:30 Users User Connections
9 Citrix XenDesktop Director xendesktopdir:80 Windows Service Windows Services
9 Citrix XenDesktop Director xendesktopdir:80 Delivery Groups Desktop OS Machines
9 Citrix XenDesktop Director xendesktopdir:80 Application Processes Processes
9 Citrix XenDesktop Director xendesktopdir:80 ‘Web Server HTTP {Director_Home}
0 Citrix XenDesktop Director xendesktopdir:80 TCP TCP Traffic

Figure 5.39: Searching for the details of Unknowns in a particular component

Besides component Type, you can build search conditions on the basis of Component name, Test name, and
Layer name by selecting the desired search criterion from the Search by list and specifying the corresponding
search string in the adjacent text box.

Also, with a single mouse click, you can change the order in which the Unknowns are sorted. By default,
Unknowns are sorted in the ascending order of the contents of the TYPE column. This is indicated by the 'up
arrow' symbol next to the column label - TYPE. To arrange the Unknowns in the descending order of TYPE, just
click on that column label. This will automatically sort the Unknowns list in the descending order of component
type and will suffix the column heading TYPE with a 'down arrow' symbol (see Figure 5.39). To sort the
Unknowns on the basis of any other column, simply click on that column heading.

Show | Unknowns

Type ~

Citrix XenServer - VDI
Citrix XenServer - VDI
Citrix XenServer - VDI
Citrix XenServer - VDI
Citrix XenServer - VDI
Citrix XenServer - VDI
Citrix XenServer - VDI
Citrix XenServer - VDI
Citrix XenServer - VDI
Citrix XenServer - VDI

Citrix XenServer - VDI

QOO0 OODOOOD

Citrix XenServer - VDI

Filter by | Component Type

Component Name

192.168.1.250
192.168.1.250
192.168.1.250
192.168.1.250
192.168.1.250
192.168.1.250
192.168.1.250
192.168.1.250
192.168.1.250
KenZzd

192.168.1.250
192.168.1.250

w Component Type | All

Layer

Inside View of Desktops
Inside View of Desktops
Inside View of Desktops
Cperating System
Inside View of Desktops
Inside View of Desktops
Outside View of VMs
Inside View of Desktops
Inside View of Desktops
Network

Inside View of Desktops

Inside View of Desktops

citrix

Test

Disk Activity - VM l
Desktop's HOX Channel

Uptime - VM

Xen XAPI Memory

Network Traffic - VM

Memory Usage - WM

VM Connectivity

Handles Usage - VM

System Details - VM

Xen Network

Virtual Desktop Client's Network Con...

Windows Services - VM

Figure 5.40: Unknowns arranged in the descending order of component type

63



ALARMS

5.3 Acknowledgement History

eG Enterprise stores and displays all the acknowledgement descriptions that are associated with a particular
alarm, so that the help desk staff can consult with each other online, exchange views, and thus arrive at
effective solutions to persistent performance issues with target components. The eG monitoring interface
presents this acknowledgement history to you in various ways. While the CURRENT ALARMS window provides
you with the complete acknowledgement history of a current issue, the EVENT HISTORY page leads you to all
acknowledgements associated with a problem that occurred in the recent/distant past.

Sometimes however, to perform better problem diagnosis, you might want to review specific acknowledgment
descriptions associated with an alarm and not all of them. For instance, while two users - john and elvis - may
have acknowledged an alarm raised on an Oracle database server, you might only want to view user john’s
acknowledgement description. To facilitate such selective viewing of acknowledgement information, eG
Enterprise provides a dedicated ACKNOWLEDGEMENT HISTORY page; this page provides a wide variety of filter
options with the help of which you can quickly and easily run a search across all alarm acknowledgements,
and swiftly locate the acknowledgment information of interest to you.

HISTORY OF ACKNOWLEDGEMENTS X B &
Type Component User
Component type (Optional) v Component name (Optional) v User |0 (Optional} v Show Alarms
User Acknowledgement Ack Time Component Type Component Name/VM Name Description Test
admin asafa 10/08/2014 18:00:13 Windows windows_3.123 Network connection down Network
ﬂ admin ackz 10/08/2014 18:00:03 Citrix XenApp 11.70:1494 TCP connection to Citrix XenApp server failed {Co Port Checks
admin ac 108/ :00: itrix XenApp 3 connection ta Citrix XenApp server failed {C.. ort Checks
kil k2 10/08/2014 18:00:03 Citrix XenAj 11.70:1494 HDX i Cit XenA| failed {C Port Check:
admin ac 108/ :00: itrix XenApp 2 cennection to Citrix XenApp server failed {Co... ort Checks
dl kZ 10/08/2014 18:00:03 Citrix XenAj 11.70:1494 TCP i Cit XenA| failed {C Port Check:
admin ac 108/ :00: itrix XenApp 2 connection to Citrix XenApp server failed {C.. ort Checks
L] k2 10/08/2014 18:00:03 Citrix XenAj 11.70:1494 HDX i Cit XenA| failed {C Port Check:
admin afasfas 108/ :59:5 icroso sql_8.127: server is unavailable { [ master} etworl
o fasfasf 10/08/2014 17:59:54 M ft SOL 1_8.127:1433 SOL i ilable { 1 SOL N k
ﬁ admin afasfasf 10/08/2014 17:59:54 Microsoft SQL sql_8.127:1433 Query failed to execute in SQL server { ) master} SOL Network
admin admin one 10/01/2014 14:06:43 IS Web iis_web_39:80 Web page is unavailable {HomePage} HTTP
admin admin one 10/01/2014 14:06:43 IS Web iis_web_39:80 TCP connection failed {HomePage} HTTP
chithu user one 10/01/2014 14:06:30 IS Web iis_web_39:80 Web page is unavailable {HomePage} HTTP
chithu user one 10/01/2014 14:06:30 IS Web iis_web_39:80 TCP connection failed {HomePage] HTTP
ﬂ chithu user 1 10/01/2014 13:06:41 Oracle Database oracle_databas e_10.190:1 Cracle database server is unavailable Oracle SQL Net
admin admin 101/ :06: e iis_web_39: b page is unavailable {HomePage}
kil di 1 10/0172014 13:06:31 115 Web i b_39:50 Web i ilable {H Page} HTTP
ﬁ admin admin 1 10/01/2014 13:06:31 IS Web iis_web_39:80 TCP connection failed {HomePage} HTTP
ﬁ chithu user L 10/0172014 12:52:08 Oracle Database oracle_databas e_10.190:1. Oracle database server is unavailable Oracle SOL Net...

Figure 5.41: Viewing the history of alarm acknowledgements in the ACKNOWLEDGEMENT HISTORY page

To access the ACKNOWLEDGEMENT HISTORY page,. When Figure 5.41 appears, you can use any of the filter
options discussed below to quickly retrieve the acknowledgement information that you are looking for.
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. Toview all alarm acknowledgements related to a particular component type, pick a Type from the list box
in Figure 5.41.

. To view all the acknowledgements associated with a particular component, select an option from the
Component list in Figure 5.41.

. If you want to view all the acknowledgements submitted by a particular user, then pick an option from the
User list.

« By default, the ACKNOWLEDGEMENT HISTORY page provides the details of all the acknowledgements that
were submitted during the last 24 hours. Accordingly, the Timeline is set to 24 hours by default. If need be,
you can change this Timeline, so that the page displays only those acknowledgements that were
submitted during the specified timeline.

« By default, the ACKNOWLEDGEMENT HISTORY page displays all acknowledgements that were submitted
for all types of alarms, regardless of the problem status. Accordingly, the Alarm Type is set to All by
default. However, if you want to view only those acknowledgements that pertain to the open alarms, pick
the Open option from the Alarm Type list. Similarly, you can pick the Closed option from this list to view the
acknowledgement information that related to closed issues only.

« You can even indicate how many acknowledgement records need to be provided per page by picking an
option from the Records per page list.

« Finally, click on the Show Details button.

« The resulting report then provides the acknowledgement history that fulfills the specified conditions
(seeFigure 5.41).

While you can save the report as a CSV file by clicking on the @ icon in Figure 5.41, you can save the same
as a PDF document by clicking on the Elicon.

5.4 Deletion History

Typically, in large, multi-user environments, multiple users may be granted the privilege to monitor a single
component. In such environments, any of these users can delete an alarm raised on that component without
the knowledge of the others, thereby causing confusion. To avoid this confusion, eG Enterprise provides
users with the ability to track the deleted alarms.

The EVENT HISTORY page for instance has been embedded with the intelligence to indicate whether a past
alarm was deleted or not. Sometimes, you might want to view the details of all alarms that were deleted by a
particular user. Similarly, you might want to view only the details of those alarms that were deleted during the
last 24 hours. Since the EVENT HISTORY page allows you to search based on general alarm information alone
and not on deleted alarms, this page cannot be used for performing the search operations mentioned above.

To zoom into the details of specific deleted alarms therefore, eG Enterprise offers a dedicated DELETION
HISTORY page (see Figure 5.42). This page provides a variety of filter options using which you can quickly
access the alarm deletion details that you may require.
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HISTORY OF DELETIONS X Bl
Type Component User
Component type (Optional) v Component name (Cptional) w User ID (Opticnal) - m
User Reason For Deletion Deleted Time Component Type Component Name /WM Nam: Description Test

admin delete? 10/08/2014 18:00:32 WMware vSphere ESX ESX_136 Mant VMs removed ESX Virtual Mac

a admin delete 10/08/2014 18:00:21 Linux Linux_237 Network connection down Network

Figure 5.42: The DELETION HISTORY page

To access this page, Click on the B icon available in the Monitor tab. Then, select the History of Deletion
option in the Alarms tile. When Figure 5.42 appears, you can use any of the filter options discussed below to
quickly retrieve the deleted alarm information that you are looking for.

. To view the details of all deleted alarms related to a particular component type, pick a Type from the list
box in Figure 5.42.

. Toview the details of those deleted alarms that pertained to a particular component, select an option from
the Component list in Figure 5.42.

« If youwant to view all the alarms deleted by a particular user, then pick an option from the User list.

. By default, the HISTORY OF DELETIONS page provides the details of all the alarms that were deleted during
the last 24 hours. Accordingly, the Timeline is set to 24 hours by default. If need be, you can change this
Timeline, so that the page displays only those alarms that were deleted during the specified timeline.

« You can even indicate how many deleted alarm records need to be displayed per page by picking an
option from the Records per page list.

« Finally, click on the Show Details button.

« The resulting report then provides the alarm deletion history that fulfills the specified conditions (see Figure
5.42).

While you can save the report as a CSV file by clicking on the @ icon in Figure 5.42, you can save the same
as a PDF document by clicking on the Elicon.
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Monitoring Components

In this chapter we will discuss the following topics:
« Monitoring Server Components
« Monitoring Virtual Components

« Monitoring Aggregate Components

6.1 Monitoring Components

To view the status of the components managed in your infrastructure, select the Components option from the
Hosts/Applications menu in the eG monitor interface. By default, the page that appears lists the key
performance metrics of a component that is managed in your infrastructure.

COMPONENTS X

Filter by Component Type

Component Type ~ Citrix Director 7.x w

Components

Network Availability CPU Usage Memory Usage Disk Usage Disk Busy Average Logon Duration User Connections
) (2] o) Max 53 Max &5 Avg (Seconds) (Humber)

citrix_director_7:80 100 3750 34 34 3489 0z2 693 1

Components

Figure 6.1: The COMPONENTS page displaying the key performance metrics

By default, the Component Type option is chosen from the Filter by list. If the zones/services/segments are
created by the user who is accessing the eG monitor interface, then the components that are part of the
zone/segment/service can be filtered using this list. The Component Type list box by default, lists all the
components managed in the target infrastructure. When the COMPONENTS page is accessed for the very
first time, the key performance metrics of the component type that comes first in the alphabetical order will be
displayed against each component. In Figure 1, the Citrix Director 7.x is the first component in alphabetical
order displayed in the Component Type list box.

By default, eG decides certain metrics to be the key performance metrics and displays the same in the
COMPONENTS page. If you wish to define the metrics of your choice as the key performance metrics for
each component, then you can do so using the * icon. Figure 2 will then appear.
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SETTINGS

Add/Delete Measures (=) Add

Component Type Layer

Citrix Director 7.x Delivery Croups

Test Measure

Desktop OS5 Machines Fowered on machines
Dioes the Test have Descriptors ? %) Yes No

Function Avag (*) Sum

Display Name

Powered on machines

Figure 6.2: The Settings pop up window that appears to add the measure of your choice

Using Figure 2, you can add/delete a measure from being displayed as a key performance metric in the
COMPONENTS page. To add/delete a measure, do the following:

First specify whether you need to add or delete the measures by selecting the Add or Delete option from
the Add/Delete Measures flag. Click the Add option for adding the measures.

Then, select the component type from the Component Type drop-down list. This will list all the layers
associated with the chosen component type in the Layer list.

Now, selecting a particular layer from the Layer list will populate the tests associated with the chosen
layerin the Test list.

Then, select the test that reports the measure of your choice from the Test list.

Now, all the measures pertaining to the chosen test will be listed in the Measure list. Select the measure
of your choice from the Measure list, and provide a display name for the measure in the Display Name
text box.

Next, indicate whether the chosen test is descriptor based or not using the Does the Test have
Descriptors? flag. If the test has descriptors, then set the Does the Test have Descriptors? flag to
Yes. This will invoke the Function flag using which you can aggregate the measure values across all
descriptors using a specific aggregate function. By default, the Avg flag will be selected against the
Function flag indicating that the measure value will be displayed as the average of all the descriptors of
the chosen test.

Finally click Add button to add the measure. Doing so ensures that the measure will be displayed in the
COMPONENTS page for all the components of the chosen Component Type.
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« Similarly, you can remove a measure from being displayed from the COMPONENTS page. For this
purpose, set the Add/Delete Measures flag to Delete.(see Figure 3).

SETTINGS

Add/Delete Measures

Component Type

Citrix Director 7.x

Measure

Disk Usage

Add
Test
Disk Space
Display Name
Disk Usage

Figure 6.3: Deleting a measure from being displayed in the COMPONENTS page

« Select the component type, test from the Component Type and the Test lists. Select the measure that is
to be deleted from the Measure list and click the Delete button.

« Clicking on a component will lead the users to a Layers tab page that displays the layer model, tests, and
measurements pertaining to that component (see Figure 6.4).

System Network | Application

X XenApp_Latest:1494

€ Citrix Users

~ &3 Citrix Session Start-up Details
X citrix\xauser1
@ citrix Disconnects
& citrix Logins
~ @ Citrix Receivers
o 14120013
@ Citrix Sessions
v @ Citrix Users

A citrix\xauser1

@ Citrix Applications >
@ Remote Deskrop Services >

@ Application Processes >

‘Component | €3 Citrix XenApp 7.x:XenApp_Latest1 v

€3 Citrix Session Start-up Details - citrix\xauser1

User Logons

o
x
v
~
4

Active sessions (Number) 1
Session start-up duration (Seconds) 525693
Profile load duration (Seconds) 0.132
Group policy processing duration (Seconds) 1103

Login script execution duration (Seconds) 0

&
3
]
3

L IESENE LSS SR NES

Session creation server duration (Seconds)

Credentials obtention server duration (Seconds)

Credentials obtention network server duration (Seconds)

Program neighborhood credentials obtention server duration (Seconds)
Credentials authentication server duration (Seconds)

Profile load server duration (Seconds)

Login script execution server duration (Seconds)

Drive mapping server duration (Seconds)

Printer creation server duration (Seconds)

Session start-up server duration (Seconds) 513.179

Client Start-up

o

Start-up client duration (Seconds) 12514

Last Measurement Time : Oct 03,

Figure 6.4: The layer model, tests, and measurements pertaining to a Citrix XenApp component

Note:

By default, when you click on a problem component in the eG monitoring console, you will be lead to this
page, where you can directly view the problem layer, problem test, and problem measure (as depicted by
Figure 6.4). In other words, you will not have to click on a problem layer to view the problem test, and then
click on the problem test to view the problem measure. This default setting can be overridden so that,
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clicking on a problem component reveals only the layer model of that component, instead of revealing the
problem layer, problem test, and problem measure. For this purpose, do the following:

« Login to the eG administrative interface.
« Click on the R icon available in the Admin tab. Then, select the Monitor option in the Settings tile.

o Click on the Other Settings sub-node under the General node in the tree-structure of the MONITOR
SETTINGS page that appears.

« In the right panel, scroll down to view the When a problem component is clicked drop-down list. By
default, the Go to problem measure option is chosen from this list. This indicates that by default,
clicking on a problem component will directly lead you to the problem layer, test, and measure. To go
to the layer model of that component instead, just pick the Go to layer model option from this list.
Finally, click the Update button.

Once this is done, then, everytime you click on a problem component, only the layer model of that
component will appear. You will have to manually drill down from the problem layer to view the problem
test and measure.

However, when you click on a component in the Normal state, then, the layer model page will only display
the layer model of the component. In this case, you will have to click on a layer to view its tests and then
click on a test to view its measures. On the other hand, if a component in the Unknown state is clicked
on, then, the layer model page will display the layer and the test in the Unknown state, but will not display
the measures.

« Though the Layers tab page opens by default, you will find a System and Network tab page (see Figure 6.4)
also available for any component you click from the COMPONENTS list. For some components, an
additional Application tab page will also be available.

« Each of these tab pages are discussed in detail in the sub-sections that follow.

Alternately, if you wish to view a list of all the components managed in your infrastructure, you can do so by

clicking the = icon. By default, the page that appears displays all the managed components in the
environment, regardless of whether or not they are part of a segment, service or zone. Accordingly, the Show
All Components check box is selected, as depicted by Figure 6.5. To view only the independent components,
deselect the Show All Components check box (see Figure 6.5).
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COMPONENTS

State Nick Name Type Search Types

Al Stares v Al Types v Show All Components

COMPONENTS IN ALL STATES

COMPONENT TYPE AVAILABLE COMPONENTS
E citrix_director_7.80 5
(-

Citrix Director 7.x

m

H CompXenApp7:1494 XenApp_Latest:1434
é N

(Citrix XenApp 7.x

= win_112:7077 » Owgmanager,ZID:TDW »
=

=
G Manager

&

1IS Web

@% @ linux_65

Figure 6.5: All managed components available in the infrastructure

COMPONENTS

State Nick Name Type Search Types

All States v AllTypes v Shaw All Components

COMPONENTS IN ALL STATES
COMPONENT TYPE AVAILABLE COMPONENTS

H citrix_director_7:80
(-

Citrix Director 7.x

m

E' @) vamanager_210:7077 b

—=
eG Manager

$% @ iis_web_94:80

15 Web

H MS_RDS_94:3389
6 I

Microsoft RDS

% @ sq_100:1433 )4
]
=0

Micrncn £+ ol

Figure 6.6: Independent components in the environment

By default, the page represents all managed component-types as icons. Corresponding to every component-
type icon, the monitored components of that type and their current state will be displayed.

Note:
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In target environments where a large number of components are managed, the component-type icons could
cramp the component display. To avoid this, you can set the Show icon for component-type flag in the OTHER
DISPLAY SETTINGS section of the MONITOR SETTINGS page (Click on the & icon available in the Admin tab,

select the Monitor option from the Settings tile) to No. Doing so removes the icons from the COMPONENT LIST
page, and replaces them with the names of the corresponding component-types.

The color-coding associated with a component indicates its state: Red indicates critical problems, Green is
used to indicate good health, while Blue is used to indicate an unknown state. Also, orange indicates major
problems, and amber indicates minor ones.

If one/more maintenance policies are associated with a component, then, during the configured maintenance
period, the COMPONENT LIST page will display a * icon adjacent to that component (see Figure 6.6). This
way, eG Enterprise pictorially conveys to administrators that all alerts pertaining to a component will be
suppressed as long as the A icon appears alongside that component name.

COMPONENTS

State Nick Name Type Search Types

All States - Microsoft 5L - Show All Components

COMPONENTS IN ALL STATES
COMPONENT TYPE AVAILABLE COMPONENTS
% ° 5gI_100:1433 o
-
=0

Microsoft SQL

Figure 6.7: A component under maintenance

Likewise, if a component is currently in an abnormal state, and a configuration change has occurred on that
component during the same time as its performance abnormality, then, a & icon will appear alongside the
component name.

COMPONENTS

State Nick Name Type Search Types

All States v Tomcat v Show All Components

COMPONENTS IN ALL STATES
COMPONENT TYPE AVAILABLE COMPONENTS

E € Jm_112:8080 9
o
=0

Tomcat

Figure 6.8: A componentin an abnormal state owing to a configuration change

Clicking on the ¥ icon will invoke a small pop up window which reveals the recent configuration changes.
Clicking on the More Details in the pop up window will take you to a page revealing the configuration changes
that occurred on that component at around the same time at which a performance issue was experienced by
the component; using this information, administrators can determine whether/not the performance anomaly
can be attributed to the change in configuration.

This page also provides a wide variety of search options using which you can selectively view the status of
the component.
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» To view the components that are in a particular state, select the state of your choice from the State list
and click the Submit button. All components in that state will then be displayed (see Figure 6.7).

COMPONENTS

State Nick Name Type Search Types
Critical v All Types v 4 Show All Components
COMPONENTS IN CRITICAL STATE
COMPONENT TYPE AVAILABLE COMPONENTS
Qm_11z8080 B

K,

Tomcat

IEEEJ Q vmware_vsphere_esx_10.15

o

VMware vSphere ESX

Figure 6.9: Components in a chosen state

> Toview the state of components that use a specific nick name, specify the whole/part of the Nick name
to search for. Multiple nick names can be provided, separated by a white space - for example, sun ora
web _serv. Then, click the Submit button. All components with nick names that embed the specified
string will then appear (see Figure 6.9).

COMPONENTS

State Nick Name Type Search Types

All States v esx All Types v Show All Components
COMPONENTS IN ALL STATES
COMPONENT TYPE AVAILAELE COMPONENTS
IEEEI ﬂ vmware_vsphere_esx_10.15 o esx_10.14 »

50

VMware vSphere ESX

Figure 6.10: Components with a specified nick name

> If you want to view the state of components of a particular type, select the Type to search for. You can
also enter the whole/part of the component-type to search for in the Search Types list box. This will
enable you to view the status of those components that are of the types which embed the specified
search string. Here again, you can search for multiple component types, by separating every type
specification by a white space - for example, Citrix XenApp 7.x (see Figure 6.10).
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COMPONENTS

State Nick Name Type Search Types
All States ~ Citrix XenApp 7.x ~ Show All Components Submit

COMPONENTS IN ALL STATES
COMPONENT TYPE AVAILABLE COMPONENTS,
a ) xenApp_Latest1494 CompXenApp7:1494

ace

Citrix XenApp 7.x

Figure 6.11: Components of a particular type
Note:

If you wish to view the list of components in the monitored environment in the COMPONENTS page, then you
can do so by setting the ListView flag under the [MONITOR_DASHBOARD] section of the <eG_INSTALL_
DIR>\manager\config\eg_ui.ini file to Yes.

6.1.1 The Layers Tab Page

Each component managed in eG Enterprise — be it a server, system, or a network device —is represented as a
set of hierarchical layers. Each of these models determines what metrics to collect for each application or
network device, how to collect these metrics, how to analyze the collected metrics, and what to deduce from
the analysis. Since each infrastructure component performs different functions, the layer model for the
different applications and network devices are different.

Typically, to view the layer model of a component, you need to click on that component in the COMPONENTS
page. This will lead you to the Layers tab page, where the layer model of that component will be displayed. In
Figure 6.12 for instance, you will find that the Layers tab page displays the layer model of a Citrix XenApp
component.

Each layer of a layer model (also called as monitoring model) is mapped to tests that measure the health of
that layer. Clicking on the > button alongside a layer name will reveal the tests associated with that layer. For
instance, in Figure 6.12, clicking on the > button against the layer name Windows Service, will reveal the tests
mapped to that layer. Clicking on a test will list the measures reported by that test in the panel to the right.

The state of a layer is determined by the state of the tests that are associated with it and the state of the
measures that the tests report. For example, the Windows Service layer of Figure 6.12 is in the Minor state
presently.

From the tests list for the Windows Service layer, it is evident that a Minor problem captured by the Security Log
test of that layer is responsible for the abnormal state of the layer. Clicking on the Security Log test in Figure
6.12 will reveal the measures reported by that test. The measures clearly indicate that audit failures are the
reason for the Minor problem with the Windows Service layer. Since layer state impacts the component state,
the Citrix XenApp component too is in a Minor state currently.

But, what happens if different layers of a model are in different states? In this case, the component assumes
the state of that layer with the most critical problem. For instance, take the case of the Citrix XenApp
component in Figure 6.12. As you can see, the Citrix Applications layer of the component is in a Major state and
the Citrix Users layer of that component is in the Minor state currently. In other words, a Major problem has been
captured in the Citrix Applications layer, and a Minor problem has been detected in the Citrix Users layer. In this
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case, since the more critical of the two problems is the Major problem, the state of the Citrix XenApp
component also becomes Major.

@ infoway_ctx2:1494

Security Log - all

Successful audits (Number) 133 |

Failure audits (Number) 16 Q e

o Citrix Server >

@ Remote Desktop Services

~ () security Log
all
° Crash Details
v @ Application Event Log
 all
v @ System Event Log
 all
v @ Windows Services

+f Citrix Audio Redirection Service

/' Citrix Desktop Service

/ Citrix Diagnostic Facility COM Server

Figure 6.12: State of a component if the layers are in different states

Each pre-defined layer model has been built bottom-up, with the system and network tiers at the bottom and
the application tiers at the top. Typically, a problem at the host or network-level — eg., a CPU/memory
contention on the host, loss of network connection to the host, etc. — can impact the health of the application
layers at the top . eG understands these layer-layer dependencies; this is why, whenever a component
encounters more than one issue at the same time, eG automatically correlates issues across the layers of a
layer model using a patented top-down correlation algorithm, and intelligently determines the state of the
layers. For instance, take the case of the Citrix XenApp component, the layer model of which is depicted by
Figure 6.12. As you can see, the Citrix Applications layer is in a Major state, while the Citrix Users layer is in a
Minor state. To know what is the Major problem that is impacting the health of the Citrix Applications layer, click
the > button alongside the layer name in Figure 6.12. Figure 6.13 then appears, revealing that the Citrix XA
Applications test has captured a Major problem with the Java GUI application. To know what the problem is,
click on Java GUI in Figure 6.13. Doing so reveals that the Java GUI application is consuming over 30% of
the CPU of the XenApp server.
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@ infoway_cbx2:1494 Last Measurement Time - Oct 29, 2015 10:20:19
Citrix XA Applications - Java GUI i B

/  Processes running (Number) 1 Q| &

CPU usage 66 30.36 Q &

2 +  Memory usage &9 0.2441 Q | &

~ ) Citrix XA Applications =
[ Java Gui
[ Filezila
 [Cicabarexe
[ Internet Explorer
+ [C] Mobile Calendar
 [CJ Ms Poweroint

@ Network >
@ Operating System >

Figure 6.13: Measures reported by the Citrix XA Applications test

To know when this problem occurred, you can instantly invoke the eG alarm that corresponds to this issue
from the Layers tab page itself. For that, just click on the problematic CPU usage measure. Figure 6.14 will
appear providing the details of the alarm, along with its START TIME.

ALARM DETAILS

COMPONENT TYPE Citrix XenApp COMPONENT NAME infoway_ctx2:1494
LAYER Citrix Applications MSMT HOST infoway_ctx2

Event Details

DESCRIPTION START TIME
High CPU usage {Java GUI} Sep 28, 2015 00:45:35

Figure 6.14: Alarm details viewed from the Layers tab page

Excessive CPU usage by an application on XenApp is bound to adversely impact the experience of the users
of that application. Is that the reason why the Citrix Users layer, which reports user experience issues, is also
in an abnormal state? Let’s find out. For that, click on the > button alongside Citrix Users in Figure 6.13.

When Figure 6.15 appears, you can find that the Citrix User Experience test is reporting a Minor issue with
experience of user kevin. Clicking on kevin reveals that kevin’s experience with the XenApp server is very
poor, causing a Minor alarm to be raised.
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[ ] infoway_ctx2-1494 Last Measurement Time - Oct 29, 2015 10:21:14

Citrix User Experience - kevin
Rating ()
~ () Citrix User Experience
kevin
~ @) Citrix XA Users
A kevin
~ @ Citrix Client's Nenwark Connection
A kevin
@ Citrix XA Disconnects
@ Citrix XA Logins
@ Citrix XA Sessions

Figure 6.15: Measures reported by the Citrix User Experience test

To know the root-cause of this poor experience, click the kevin descriptor of the Citrix XA Users test. Figure
6.16 that appears indicates that one/more applications accessed by user kevin are consuming over 30% of
CPU. This proves beyond doubt that the excessive CPU consumption by the Java GUI application has badly
affected user kevin’s experience with the XenApp server. eG’s intelligent correlation engine has automatically
correlated the Java GUI application’s high CPU usage issue with user kevin’s user experience issue and has
accurately figured out that the CPU usage issue captured by the Citrix Applications layer is the root-cause of
the user experience issue reported by the Citrix Users layer. Accordingly, eG has automatically assigned the
Major state to the problem source — i.e., the Citrix Applications layer - and has bumped down the state of the
problem effect —i.e., Citrix Users layer.

@ infoway_ctx2:1434 Last Measurement Time : Oct

Citrix XA Users - kevin

2 Session Resources

(0] Citrix User Experience CPU usage for user's processes (4 3038
kevin o/ Memory usage for user's processes (%) 0.5887
w (0 Citrix XA Users «  Virtual memory of user's processes (ME) 2713516
A kevin o/ Page faults for user's processes (Faults/Sec) [
@ Citrix Client’s Netwark Connection ' Handles used by user's processes (Number) 1407
A kevin o/ 1/0 reads for user's processes (KBps)
@ creric s Disconnects o/ 1/0writes for user's processes (KBps)

@ citrix XA Logins
@ Citrix X4 Sessions

HDX Channel
User sessions (Number)
Screen refresh latency - last (Secs)

‘Screen refresh latency - avg (Secs)
& Citrix Server

@ Terminal Service

Screen refresh latency - deviation (Secs)
Input bandwidth (Kbps)

Output bandwidth (Kbps)

Input line speed (Kbps)

Output line speed (Kbps)

H

i >

@ Windows Service >
@ Application Processes. >

Output compression (Number)

Audio bandwidth input (Kbps)

v
v
v
v
J
v
v
v
v
4
v
v

Audio bandwidth output (Kbps)

& Network > M baochucdth oot (G0,

Figure 6.16: Measures reported by the Citrix XA Users test

9
0
0
Input compression (Number) 0
0
0
0
2

By default, all the components managed in the infrastructure will be listed in the Component list box as
shown in Figure 6.17. If too many components are managed in the target environment, then users may find it
difficult to scroll down to the component of their choice from this list. A search capability is provided in this list
box wherein users can key in a few alphabets from the component of their choice to filter out the results.
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eG’s layer model representation does more than just report what the problem is; it also enables administrators
to figure out “how long the problem had persisted”. For this, eG Enterprise allows you to launch a time-of-day
graph of the problematic measure from the Layers tab page itself! To demonstrate this capability, let us take
the example of Figure 6.17, which depicts the layer model of a Citrix XenApp server. As you can see, the
Security Log test mapped to the Windows Service layer of this server has captured multiple security audit
failures on the server.

System Network | Application ‘Component Citrix XenApp 7 x XENAPPS12654 w ¥ |=f | [« Back

@ XENAPPS1265 8 B 0T 11 R P B LS B 0T 01 R P TE o

FR=a - |
& Citrix Users > Py I €
18 A &
& Ciwrix Applications >
@ Citrix Server >
@ Remote Desktop Services >
~ ) securi ty Log
all
~ @ Apo-v Client Aamin Log
« an
« @ App-V Client Operational Log
' all
~ @ App-v Client Virtual Application Log
 an
~ @ appiication Event Log
 all
~ @ System Event Log

Figure 6.17: The Security Log test reporting multiple security audit failures on a Citrix XenApp server

To view the historical graph of the Failure audits measures in Figure 6.17, click the b (GRAPH) icon alongside
that measure name. This will instantly provide you with a measure graph (see Figure 6.18) revealing variations
in the count of audit failures during the last hour (by default).

Note:
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By default, clicking on the GRAPH image against a measure reveals a graph that plots the values registered by
that measure during the last hour. This default duration however is configurable. To override the setting,
indicate a different duration in the Timeline for graphs setting in the MONITOR SETTINGS page, which appears
when clicking on the & icon available in the Admin tab and then, selecting the Monitor option in the Settings tile

in the eG administrative interface.

Detailed Diagnosis Measure Graph Summary Graph Trend Graph Fix History | Fix Feedback ﬁ X
I 18 28 18 28

Security Log,/Failure audits (Number)

Component: XENAPPS1 26558 B Eir Y SR EsE B BT AR g @ 554, 1494 | Descriptor: all
M Failure audits (Number) MAX Major MAX Minor
25

F)
5
5
1900
1905
1a:1n
19:15
19:20
19:25

Time(HH:mm)

Measurement Name Avg Max Min
Failure audits (Number) 11.2727 18 B

Figure 6.18: A measure graph indicating the number of audit failures that occurred in the last hour

The graph clearly reveals that the Failure audits measure violated its MAX Minor threshold throughout the
last 1 hour. This could also mean that the Minor issue that occurred owing to this threshold violation has
persisted for an hour or even more! The question now is how to resolve this issue? For that, you will first have
to figure out why the issue occurred. This is where, the Detailed Diagnosis capability of eG Enterprise comes in
handy! This capability, if enabled for a test, provides detailed metrics that will take you a step closer to
identifying why a problem occurred. Take the case of the Citrix XenApp component of Figure 6.17 again. As
already mentioned, audit failures have been detected on the XenApp component. To know when and why
these failures occurred, you can use the Detailed Diagnostics provided by the Security Log test. To access
these additional diagnostics, you need to click on the ‘magnifying glass’ (* ) icon alongside Failure audits in
Figure 6.17. This will open Figure 6.19, where the complete description of the failure events will be revealed.

Note:

By default, clicking on the “+ icon against a measure reveals the detailed diagnosis of that measure during the
last hour. This default duration however is configurable. To override the setting, do the following:
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Edit the eg_ui.ini file (in the <EG_INSTALL_DIR>manager\config directory)

By default, the DD_DISPLAY parameter in the [GRAPHS] section of the file will display the value 1,
indicating that the default detailed diagnosis duration is 1 hour. This value can be changed, if need be.

» After making the necessary changes, save the eg_ui.ini file.

PO DS Measure Graph | Summary Graph | Trend Graph | Fix History | Fix Feedback R B g =
Component Test Measured By Descriptor Measurement
XENAPPBLZEEREES F3 w Security Log w KENAPPBLZEEGEEE w all ~ Failure audits -
Timeline
Latest w m
Lists details of failure audits
TYPE DATE TIME SOURCE | CATECORY | EVENTID | DESCRIPTION USER | COMPUTER
Oct 08, 2015 19:28:00
Audit 10/08/2015| Microsoft| Logon 4625 An account failed to log on. Subject: Security 1D: 5-1-0-0 Account MNJA CTX-
Failure| 19:22:50 Windows Name: - Account Domain: - Logon ID: 0x0 Logon Type: 3 Account For EXCL3 _Citrix_eginnovations.com
Security Which Logon Failed: Security 1D: $-1-0-0 Account Name: eguser
Auditing Account Domain: mas Failure Information: Failure Reason: Unknown

user name or bad password. Status: Oxc000006d Sub Status
0xc0000064 Process Information: Caller Process ID: Ox0 Caller Process
MName: - Network Information: Workstation Name: EGDP042 Source
Network Address: 192.168.9.108 Source Port: 63869 Detailed
Authentication Information: Logon Process: NtLmSsp Authentication
Package: NTLM Transited Services: - Package Name (NTLM only): - Key
Length: @ This event is generated when a logon request fails. Itis
generated on the computer where access was attempted. The Subject
fields indicate the account on the local system which requested the
legon. This is most commonly a service such as the Server service, ora
local process such as Winlogon.exe or Services.exe. The Logon Type
field indicates the kind of logon that was requested. The most common

Page | 1 of 2

Figure 6.19: The detailed diagnosis of the Failure audits measure

From Figure 6.19, it is evident that one of the reasons why a security audit failed on the XenApp server was a
login failure experienced by a user on that server. To resolve this issue, you need to figure out which user's
login failed and why the failure occurred. The Detailed Diagnosis page (see Figure 6.19) provides this
information as well! From the USER column of Figure 6.19, you can identify the user who experienced the login
failure. Armed with the root-cause of the problem, you can quickly resolve the issue!

Sometimes, a configuration change effected in a component could be the root-cause of a performance issue
with that component. Take the case of the Oracle database server, the layer model of which is depicted by
Figure 6.20. As you can see, a Critical issue has been detected in the Tablespaces layer of this server —
apparently, the USERS tablespace has run out of space!
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E5 hitp://192.168.10.69:7077/1

o2 [=
Admin Monitor = Reporter Configuration

¥ 192.168.11.25:1521:0rcl

‘Oracle Tablespaces — USERS
© oOracle Service Current usage 09 554009
Physical reads (Reads fsec) 19.6848
@ Datafiles -
Physical writes (Writes/sec) 23.5797
Auto extensible Yes

@ Tablespaces
Max size (MB) 655359688

~ €3 Oracle Tablespaces Current size (MB) 65535.9688

ejusess Free space (MB) 2358.6875
[ Y T ——— Percent free space (5 25991
Biggest extent (ME) 20

@ Oracle Server Smallest extent (M8) 0.0625

CLeeX L e a4

Remaining extents (Number) 2358

@ Oracle Processes
@ TCP
@ Newwork

@ Operating System

() (@ @ @ X

Figure 6.20: A Critical issue with the ORDERS tablespace of an Oracle database server

What could have caused this space drain? The presence of the 2" icon at the right, top comner of the Layers tab
page (see Figure 6.20) indicates that a configuration change has been made to the Oracle database server at
around the same time as the tablespace issue. Could this change have contributed to the problem at hand?
eG enables you to answer this question by allowing you to instantly determine what configuration change was
made and confirm whether/not that change impacted free space availability on the tablespace. For this, just
click on the ¥ icon. A pop up window (see Figure 6.21) will appear listing the recent configuration changes in
a brief manner.

E—
System Network = Application ‘Custom ‘Component aoracleDambase 192.168.11.25:15 ~

X 192.168.11.25:1521:0rcl CONFIGURATION DETAILS FOR 192.168.11.25 DURING LAST 24 HRS
DESCRIPTOR MEASURE CHANGE DATE PREVIOUS VALUE PRESENT VALUE
@ Oracle Service
Service (Changes : 9)
@ Daafiles Device Setup Manager
Status 08/02/16 08:21:49 Running Stopped
Diagnostic System Hast
© Tablespaces Status 09/02/16 03:52:50 Stopped Running
Micrasoft Account Sign-in Assistant
Status 08/02/16 13:09:05 Running Stopped

~ €3 Oracle Tablespaces
X USERS
o SYSAUX

Muktimedia Class Scheduler

Status 09/02/16 04:07:07 Stopped Running
+/ SYSTEM Optimize drives
/ UNDOTESL Status 09/02/16 00:51:12 Running Stopped

OracleDEConsoleorc!

R e -

Startup type 08/02/16 13:09:05 Auto Manual
PSEXESVC

@ Oracle Server

@ Oracle Processes >

@ Tcr

@ Newwork

Figure 6.21: The pop up window revealing the recent configuration changes

Clicking the More Details in Figure 6.21 will lead you straight into the Configuration Management console, where
you can view the configuration change made recently on the Oracle database server in question (see Figure
6.22).
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CONFIGURATION CHANGE - DETAILED - COMPONENT NAME

4 Back

Component Name - 192.168.11.25:

Service (Changes : 10)
Descriptor
Device Setup Manager

Diagnostic System Host

Microsoft Account Sign-in Assistant

Multimedia Class Scheduler

Office 64 Source Engine

1521:0rcl [Oracle Database]

Service

Oracle Server

Measure

Status

Status

Status

Status

Status

Change Dare

08/02/16 08:21:49

09/02/16 05:22:39

08/02/16 13:09:05

09/02/16 04:38:55

09/02/16 05:22:39

Number of changes

Previous Value

Running

Running

Running

Running

Stapped

Recent changes between 08/02/ 16 05:34 and 09/02/16 05:34

Present Value

Stapped

Stopped

Stapped

Stopped

Running

View By - |Component =l
Change criteria - | Component Name =]
c Name - [ 192.168.11.25: 152 1:ord:Orack Database =]
Show changes in - &ves Y Timeline - [Any ~ ]| From[E) [p8/02/16 Hr [5_[] Mins [33]=]
ves Capaci
Environment Entries
T TofE] [p3/02/16 Hr Mins [34 ]
IP Settings Configuration
IPC Semaphores Configuration
Show : @ Recentchanges
Arrange changes by : @ Information
E— @60

Figure 6.22: The configuration change that was made to the Oracle database server

Figure 6.22 clearly indicates that the Device Setup Manager and Optimize drives service was stopped. In
addition, the size of the USERS tablespace has been reduced from 5000000 KB to 200000 KB. Because of
this change, the USERS tablespace may not have had enough space to store data, thus resulting in a Critical
issue in the Tablespaces layer. This way, using a quick sequence of mouse clicks, you have deduced what
really caused a Critical performance issue to occur on a mission-critical server in your environment. We can
thus conclude that using just the Layers tab page, you can promptly detect problems with a component,
accurately pinpoint their root-cause, and in the process, quickly and easily resolve the problems.

But that’s not all! Using eG Enterprise, you can also create and maintain a knowledge base of problem fixes.
This way, the next time any of your colleagues encounter a similar issue, they can quickly query this
knowledge base and easily figure out what remedial action should be taken. For instance, let us once again
take the case of the problem —i.e., the security audit failure - illustrated by Figure 6.17. To create a record
detailing how this problem is to be fixed, click the Fix Feedback tab page in Figure 6.23. Here, provide the
Problem Reason, describe the Problem Fix, and click Save to save the details provided.
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Detailed Diagnosis | Measure Graph | Summary Graph Trend Graph Fix History EEFE4EIhiETde

Component

Test Measure Descriptor

EPIEE S48 1494  Security Log  Failure audits  all

Problem Time

Hr Min RE3 U3 Hr Min
Oct 08, 2015 19w 23 W Oct 08, 2015 19w 30w
Problem Reason Problem Fix Problem Fixed by
se OO to fi t which user's login att t failed
User login failed due to bad passweord Mse 0 Tigure out which user's login aftempt falle

admin
and check whether the attempt is genuine or

suspicious. If genuine, make sure the user is updated
with his fher password information before attempting
the login.

[save [ cier|

Figure 6.23: Recording the fix for a problem

Later, if the same problem reoccurs on the same server or any other server, all you need to do is click the &

(HISTORY) icon that corresponds to the Failure audits measure in Figure 6.17. Figure 6.24 that then appears
will display the complete history of all the fixes that have been recorded for the same problem on all

components on which the problem was encountered earlier.

Detailed Diagnosis Measure Graph Summary Graph | Trend Graph Fix Feadback

Test Measure Component Description

Security Log  Failure audits XENAPPB1262FEE

FEE v all
I show Feedback from All Components/Descriptors m

Feedback from Selected Component

XENAPPELZBEFE

£:1494 >> all(Desc)

Problem Time Fix Time

Compeonent Type
Oct 07, 2015 19:23:00 Oct 07, 2015 19:30:00

Citrix XenApp 7.x
User login failed due to bad password Use DD to figure out which user's login attempt failed and
check whether the attempt is genuine or suspicious<br= If
enuine, make sure the user is updated with his/her
Problem Fix(admin) B e X S .
password information before attempting the login<brx=

Feedback from Other Components

V4B
[ - Y

There is no history of fixes for this combination of parameters.

Figure 6.24: History of problem fixes
Note:

By default, monitor users have access to the fix history of problems pertaining to only those components that

have been assigned to them. To grant the monitor users access to the fix history of all the monitored
components in the environment, do the following:

« Editthe [FIX_HISTORY] section of the eg_ui.ini file in the <EG_INSTALL_DIR>manager\config directory.
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The ALL_COMPONENTS parameter in this section is set to FALSE, by default. This indicates that, by default,
monitor users are provided access to only those monitored components that have been associated with them,
and not all the components.

By setting this parameter to TRUE (as shown below), you can ensure that the fix history of all monitored
components is available to the monitor users.

[FIX HISTORY]
ALL COMPONENTS=TRUE

This Knowledge Management feature of eG Enterprise greatly saves troubleshooting time and related costs.

As can be inferred from Figure 6.17, the Security Log test in our example reports metrics for only one
descriptor, which is all. Some other tests however may report metrics for multiple descriptors. For example —
the Oracle Tablespaces test reports usage metrics for each tablespace on an Oracle database server (see
Figure 6.20). For such multi-descriptor tests, the Layers tab page provides you with the option to quickly
compare performance across descriptors. For instance, in the case of the Oracle Tablespaces test in Figure
6.20, you can launch a quick comparison of the space usage in all the tablespaces listed as the descriptors of
the test in the Layers tab page, and thus rapidly identify the the exact tablespace that is running out of space.

? oracle_190:1521:egurkha Last Measurement Time - Oct 30, 2015 15:24:16

@ Datafiles >

@ Oracle Database Growth

& oOracle Tablespaces - EG_TEST

Current usage (%)

Physical reads (Reads/sec)
Physical writas (Writes/sec)
Auto extensible

Max size (ME)

Current size (MB)
~ @ oracle Tablespaces

 EG_TEST

Free space (ME) 0.9375
Percent fres space (%) 93.75

: :I’:::D-ET\?EDATA Biggest extent (MB) 0.9375
+ SIEBEDEV_INDX

/ SYSAUX

/ SYSTEM

+/ UNDOTES1

o USERS

Smallest extent (MB) 0.9375

LA N N SN N E L NEN

Remaining extents (Number) Mot Applicable

~ @ Oracle Temporary Tablespaces
 TEMP

Figure 6.25: The Oracle Tablespaces test reporting metrics for every tablespace

To launch this comparison, click the % (Comparison) icon alongside the test name in Figure 6.25. This will
open Figure 6.26. From the MEASURE NAMES TO DISPLAY list, select the measures to be compared. Then,
click the Submit button in Figure 6.26.
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Descriptor Comparison Selection for Oracle Tablespaces

Component Layer Test

oracle_190:1521:egurkha Tablespaces Oracle Tablespaces

MEASURE NAMES TO DISPLAY SEARCH FOR DESCRIPTORS
Auto extensible (boolean) N
Biggest extent (MB)
‘Current size (ME)
Current usage €9
Free space (MB)
Max size (MB)
Percent free space @<
Physical reads (Readsfsec)

Physical writes (Writes/sec)

Figure 6.26: Selecting the measures to be compared

Doing so will invoke Figure 6.27, where the chosen metrics will be compared across all the descriptors —i.e.,
tablespaces, in the case of our example. Using this comparison, you can precisely pinpoint the tablespace

that is being over-utilized.

Descriptor Comparison Selection for Oracle Tablespaces

(=D

Component Layer Test
oracle_190:1521-egurkha Tahlespaces Oracle Tablespaces

Last Measurement Time Oct 30, 2015 15:24:16
Measure « EG_TEST + RMAN_TAB « SIEBBDEV_DATA + SIEBEDEV_INDX « SYSAUX « SYSTEM « UNDOTBS]
ﬁAum exten... « No « Yes « Yes « Yes « Yes « Yes « Yes
|~ Biggest ext...  0.9375  9.9375  2047.9  2047.9  50.9375 1085  3502.4
|~ Current siz... o 1 10 W 4296 o 4298 2048 6770 W 90515
|+ Current usa 625 0625  0.0058  0.0058 906219 / B5.50%6 o 0.1367
|~ Fres space  0.9375 32768 81918 81918  192.0625 28333 10228
| Max size (MB) o 1 32768 8192 8192 2048 32768 10240
|~ Percent fre...  93.75  99.9998  99.9969  99.9969  9.3781  86.4654  99.8792
|~ Physical rea.. o 0 o O o O o O  0.1806  0.2883  0.0586
|~ Physical wri.. 0 W 0 W 0 N W 0.0191  0.1041  0.2679
|~ Remaining T = T = T = o= T = o 28332 o 162034
|~ Smallest ex  0.9375 « 9.9375  99.9375  99.9375  0.0625 & 1  0.0625

|

4 Back

Figure 6.27: A comparison of the performance results of all descriptors of the Oracle Tablespaces test

If required, you can even compare the performance of specific descriptors alone. For instance, you can
compare the value of only those tablespaces that start with SYS. For this, simply specify SYS in the SEARCH

FOR DESCRIPTORS text box (as shown by Figure 6.28), and click the Submit button.
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Descriptor Comparison Selection for Oracle Tablespaces

Compeonent Layer Test

oracle_190:152 1:egurkha Tablespaces Oracle Tablespaces

MEASURE NAMES TO DISPLAY SEARCH FOR DESCRIPTORS

Auto extensible (boolean) [svs
Eiggest extent (ME)

Current size (MB)

Current usags G0
Free space (MB)

Max size (MEB)

Percent free space (%)
Physical reads (Reads/sec)
Physical writes (Writes/sec)

Figure 6.28: Comparing across specific descriptors

Figure 6.29 will then appear, comparing the usage metrics of those descriptors that start with SYS.

Descriptor Comparison Selection for Oracle Tablespaces = * Back
Component Layer Test
oracle_190:1521:egurkha Tablespaces Oracle Tablespaces

Last Measurement Time Cct 30, 2015 15:38:04

Measure W SYSAUX  SYSTEM
H Auto extensible (boolean) « Yes o Yes

E Biggest extent (MB) o 309375 « 1085
H Current size (ME) 2048 « 6770
H Current usage (%)  90.6281 f 65.5096
E Free space (MB) « 1919375 « 28333
[ Max size (MB) J 2048 32768
H Percent free space (%) « 9.3719  86.4654
E Physical reads {Reads [sec) « 0 « 0.0072
H Physical writes (Writes [sec) & 0.0278 & 0.0302
H Remaining extents (Number) = 28332
|~ smallest extent (MB)  0.0625 o1

Figure 6.29: A comparison of the usage of all Oracle tablespaces that start with the string SYS

At any given point in time, you can even view a comparison graph of any of the measures chosen for
comparison, by clicking the " icon alongside the measure name in Figure 6.29. By default, this graph will be
generated for a 1 hour timeline for the TOP-10 descriptors. For instance, the graph in Figure 6.30 compares the
variations in the Current usage of the top-10 Oracle tablespaces, during the last 1 hour. If required, you can

pick a different Top-N option from the drop-down in Figure 6.30 and even select a different Timeline for the
graph.
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Figure 6.30: A graph comparing the value of a particular measure across descriptors

Let’'s now go back to the Security Log test example. By default, this test displays the details of all security
audit failures that occurred, as part of detailed diagnostics. Sometimes, you may want to focus only on those
failure events that occurred recently, and not all of them. To ensure this, you will have to reconfigure the
Security Log test. Typically, to make changes to the configuration of any test, you will have to login to the eG
administrative interface, open the TEST CONFIGURATION page, select the test to be modified, and then make
the changes. To save the time and labor involved in this exercise, eG allows you to launch the TEST
CONFIGURATION page of a specific test and make necessary changes to it, from the eG monitoring console
itself! For example, to reconfigure the Security Log test so that the 10 most recent failure events are alone
listed as part of detailed diagnostics, first, click the 1 (Info) icon against the test name in Figure 6.8. Doing so
will open Figure 6.31, where additional details about the Security Log test are displayed. These details include
where the test is being executed (i.e., the Measurement Host), how frequently the test executes (Test
frequency), when the test was executed last (Time since last measure), and how the test is being executed —
i.e., whether internally or remotely (Test type).
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TEST DETAILS

XENAPPS126Eu B 27 64 e PR Component type Citrix XenApp 7.x

FEERITRIEPEERE XENAPPE 126508 S BT AEE PR

Component L s [ e
£1-1494(192.168.5.126)

Test name Security Log f Description all

Measurement Host

Test type Internal Test frequency (secs)

Time since last measure 2 min(s).37sec(s) Test state

Default threshold settings for this component

MEASURE MAX/MIN | CRITICAL = MAJOR = MINOR | ALARM POLICY

Failure audits (Number) Max - 20 1 standard f

MEASURES WITHOUT THRESHOLDS

Successful audits

Figure 6.31: Viewing the details of a test
Note:

As you can see, the TEST DETAILSpage of Figure 6.31 displays the IP address:port of the problem Component. If
the problem component had been managed using its host/nick name, then the Component field in Figure 6.31
will display the host/nick name:port of the component. The IP that maps to the displayed host/nick name will
appear adjacent to it, within brackets. For example, if the Component 192.168.10.28:10818 had been managed
using the nick name Nasserver, then the Component field the TEST DETAILS page will display the value:
Nasserver:10818 (192.168.10.28).

Additionally, the TEST DETAILS window of Figure 6.31 also allows you to make changes to the configuration of
the Security Log test. For this, you will have to click the 4 (Configure test) icon alongside the Test name in
Figure 6.31. This will immediately launch the TEST CONFIGURATION page of the Security Log test for the Citrix
XenApp server being monitored (see Figure 6.32). Here, change the value of the FAILUREEVENTSINDD
parameter to 10 and click the Update button to save the changes and return to the TEST DETAILS page.
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Security Log parameters to be configured for XENAPP81265HE 2 5t (ISP HE M FRE 2 BT ISP O e E 11494 (Citrix XenApp 7.X)
TEST PERIOD s mins ~
HOST 192.168.8.126
PORT 1494
USEWMI @ Yes No
LOGTYPE security
POLICYFILTER @ Yes No
I ©
FILTER
DD FREQUENCY 11
SUCCESSEVENTSINDD none
FAILUREEVENTSINDD 10
(==

Figure 6.32: Configuring the Security Log test

Likewise, you can also make quick changes to the threshold configuration of the Security Log test, without
switching to the eG admin interface. For that, click on the 4 (Configure thresholds) icon alongside the
threshold settings displayed in Figure 6.31, or click on a measure name in the MEASURES WITHOUT
THRESHOLDS section of Figure 6.31. This will bring up Figure 6.33, where you can change the thresholds of
the selected measure.

CONFIGURE THRESHOLDS

Default thresholds for the ‘Failure audits (Numberf measure of "all' descriptor

Minimum Threshold Maximum Threshold Alarm Policy
Policy
standard w
Static None Static None Description
Critical Major Minor 4 threshold violations out of & consecutive
measurements
- 20 1
Automatic None Automatic None

Figure 6.33: Configuring the thresholds of the Security Log test

After making the necessary changes, click the Update button in Figure 6.33 to return to the TEST DETAILS
page.

If a maintenance policy is associated with a test, then, during the configured maintenance period, the
corresponding test name in the Layers tab page will be accompanied by a ** icon (as shown in Figure 6.34).
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® mssql63:1433 Last Measurement Time - Oct 30, 2015 17-52°33

© @ Nerwork i B
MS SQL Memory Structures >
e 1 +  Avg network delay (Secs) 0.0013 Q| &
@ MS SQL Server > «  Min network delay (Secs) 0.0011 | 5
+  Packet loss () 0 Q | &
& Windows Service 3 i
(] Application Processes >

@ Tcp >

Nework availzbility (5 100 | €

@ Newwork £
& Newvork Traffic
~ @ Windows Network Traffic
+/ Intel[R] PRO_100 VE Network Connection - Teefer2

« MS TCP Loopback interface

@ Operating System >
© Hardware >

Figure 6.34: A test under maintenance

The # icon will continue to appear against the test name until such time that the test is under maintenance.
Beyond this period, the icon will disappear. Whenever a test fails to report an expected anomaly, the
appearance of the * icon against the test name enables administrators to instantly conclude that a
maintenance policy prevails during that period, owing to which no alarm was raised by eG Enterprise on that
test. For more details about the maintenance policies associated with the test, click on the 1 (Info) icon
(indicated by Figure 6.34) that appears in the right panel, when the test is clicked. The TEST DETAILS page that
appears next will include a Quick Maintenance Details section (see Figure 6.35), which will display the details of
the maintenance policy that is currently active on that test.

Measurement Host 192.168.11.41 Component type Microsoft SQL
Component mssql63(192.168.8.63) Test name MNetwark f
Test type External Test frequency (secs) 300

Time since last measure 3 min{s):2 1sec(s) Test state Normal

Default thresheld settings for this component

MEASURE MAX FMIN CRITICAL MAJOR MINOR ALARM POLICY
Avg network delay (Secs) Max = = max(0.3, 300% of auto) longterm f
Facket loss (%) Max 60 = = immediate f

MEASURES WITHCUT THRESHOLDS
Min network delay

Metwork availability

Quick Maintenance Details

Policy name: sgl_policy,sql_test_policy

Policy time: Daily 17:53Hrs - 18:10Hrs,Daily 17:54Hrs - 18:10Hrs

Figure 6.35: Details of the maintenance policy thatis currently active on a test
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6.1.2 The System Tab Page

Clicking on the System tab page in Figure 6.4 will reveal the System Dashboard of a component/application.

The System Dashboard of an application allows you to focus on the performance of the operating system on
which that particular application runs - i.e., the Operating System layer of an application. While viewing the
layer model of an application using the Layer Model tab page, you can, if you so want, instantly switch to its
System Dashboard for in-depth insights into system performance.

Using the System Dashboard, administrators can determine the following:

» The current status of the application host;

A\

The problems that the host is currently facing, and the type and number of problems it encountered during the
last 24 hours;

The current system configuration (if the eG license enables the Configuration Management capability);
The current state of the critical parameters related to system performance;

How some of the sensitive performance parameters have performed during the last 1 hour (by default);

YV VWV VYV VYV

The resource-hungry processors supported by the host, and the disk partitions on the host that are currently
experiencing a space crunch.

By default, the System Dashboard provides an overview of system performance. Accordingly, the Overview
option is chosen by default from the Subsystem list. Instead of an Overview, if you prefer to receive an inside
view of system performance - i.e., if you wish to investigate how effectively / otherwise the system in
question has been using each of its resources or would prefer to focus on the uptime of the host, you can pick
a different option from Subsystem.

Note:

To know more about the system dashboard, refer to the Chapter of this document.

6.1.3 The Network Tab Page

Clicking on the Network tab page in Figure 6.4 will reveal the Network Dashboard of a component/application.

The Network Dashboard allows you to zoom into the performance and problems pertaining to the Network layer
and related layers of a target application/device. Using this dashboard, you can:

> Determine whether/not the application/device currently experiences / has in the past experienced network-
related issues;

» Accurately identify the network parameters that are currently failing;
» Understand the current network configuration;

> Analyze network performance over time, study the trends in network connectivity and usage, and accurately
deduce problem/performance patterns.

» Identify persistent problems with network health and the network-related layers responsible for the same;

The contents of the Network Dashboard and the subsystems it offers for analysis could slightly vary depending
upon whether the target is an application or a network device. While the Network Dashboard of a
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host/application enables you to focus on both the network and TCP connections handled by the target, the
same for a network device sheds light on the network connectivity of the device and the traffic handled by the
network interfaces supported by the device. Accordingly, the Network Dashboard of an application/host offers
Network and Tcp as its Subsystems, and that of a network device offers Network and Networkinterfaces as its
Subsystems. If the target application is a Windows-based one, then the Subsystems list will include an
additional Windowslnterfaces option, which provides the performance information related to the traffic handled
and bandwidth used by the network interfaces supported by the system.

The Network Dashboard of Hyper-V servers on the other hand, will additionally support a Hyper-V Switches and a
Hyper-V Network Adapters sub-system. Similarly, the Network Dasboard of a vSphere/ESX server will include an
additional VirtualNetwork sub-system.

Note:

To know more about the network dashboard, refer to the Chapter of this document.

6.1.4 The Application Tab Page

In order to ascertain how well an application is/has been performing, analysis of the performance of the System
and Network layers of that application alone might not suffice. A closer look at the health of the Application
Layers is also necessary, so as to promptly detect instantaneous operational issues with the target
application, and also proactively identify persistent problems or a consistent performance degradation
experienced by the application. To provide administrators with such in-depth insights into overall application
performance and to enable them to accurately isolate the root-cause of any application-level slowdown, eG
Enterprise offers the Application Dashboard. Each of the critical applications monitored by eG Enterprise is
accompanied by an exclusive application dashboard. The contents of the dashboard will therefore primarily
vary depending upon the application being monitored.

To view the Application Dashboard, click on the Application tab page in Figure 6.4.

Like the System and Network dashboards, the contents of the Application dashboard too are further governed by
the Subsystem. By default, the Overview option is chosen from the Subsystem list. If need be, you can change
this default setting by picking a different option from the Subsystem list.

Note:

To know more about the application dashboard, refer to Dashboards of this document.

6.2 Monitoring System Components

While eG Enterprise focuses primarily on monitoring applications, many administrators still prefer to view their
infrastructure from a hardware perspective - i.e., as systems they support. The eG monitoring console now
provides a “system view”, which represents the overall health of systems in the target infrastructure, with a
mapping of the applications that are executing on these systems.

To access the SYSTEMS LIST page that provides the ‘system view’, click on the icon available in the Monitor
tab. Then, select the Systems option from the Hosts/Applications tile.
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The SYSTEMS LIST page indicates the current state of those systems/hosts that have been assigned to the
current user for monitoring. In case of a 'supermonitor' however, the status of all managed systems in the
environment will be available in this page.

SYSTEM LIST
State System Name Type Quick Type
Al States v All Types v
Systems in All States
SYSTEM NAME AVAILABLE COMPONENTS
j €) zgentRE (ava Application)
Cog
agentJRE
j € 1in12 Winux)
g
lin12
j ) vCenter (VMware vCenter)
Lg
vCEng
j ) xen224 (Citrix XenServer - v
g
xen224
j € xen245 (Citrix XenServer - v
U
xen245
j €D xendesktopdir:80 (Citrix Xen
(5578

Figure 6.36: Viewing a host-wise list of components and their state

Typically, the state of a system is determined by the state of one/more applications executing on it. Therefore,
if a particular system is in an abnormal state, then administrators might want to know which application(s)
executing on that system is causing the anomaly. To enable administrators to determine this, against every
system listed in this page, eG Enterprise displays the application components deployed on that system along
with the component state (see 6.2).

Once the problematic component on a system is identified, you can click on that component to view its layer
model, tests, and measurements; this will reveal more details about the exact problem affecting component
performance.

If too many systems are being currently monitored, then you can use the search options in this page to search
for a particular system(s) and view its current state. To achieve this, follow the steps given below:

« Toview the systems that are in a particular state, select the state of your choice from the State list. Figure
6.37 incidentally, displays all systems in the Abnormal State.

« To view the state of specific systems, specify the whole/part of the System name in this page. Multiple
system names can be provided, separated by a white space - for example, agate orac92 (see 6.2). Then,
click the Submit button.
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SYSTEM LIST

State System Name Type Quick Type

All States - xen224 All Types - m
Systems in All States
SYSTEM NAME AVAILAELE COMPOMENTS

i € xen224 (Citrix XenServer - v

([
xen224

Figure 6.37: The systems with a given name

« If youwant to view the state of systems that are hosting components of a particular type, select the Type to
search for. You can also enter the whole/part of the component-type to search for in the Quick Type list box.
This will enable you to view the status of those systems on which component-types that contain the
specified search string are executing. Here again, you can search for multiple component types, by
separating every type specification by a white space - for example, Web Oracle. Finally, click the Submit
button.

SYSTEM LIST
State System Name Type Quick Type
Al States ~ Citrix XenServer - VDI ~ m
Systems in All States
SYSTEM NAME AVAILABLE COMPONENTS

€ xenz24 (Citrix XenServer - V

€ xenz45 (Citrix XenServer - V.

Figure 6.38: The systems of a chosen type

6.3 Monitoring Virtual Servers

If your environment comprises of virtualized components, then Click on the B icon available in the Monitor
tab. Then, select the Virtual Servers option in the Hosts/Applications tile to view the current state of the
VMware® ESX hosts, Solaris virtual servers, and MS Virtual server hosts that have been managed by the eG

Enterprise system (see Figure 6.39).
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VIRTUAL SERVERS

[ [ [
—Q 9 — O
xenz4s xenzz4 esx136

Figure 6.39: The state of virtual hosts

Clicking on any of the virtual servers in Figure 6.38 opens Figure 6.39 that reveals the server applications and
the virtual hosts that these applications are running on. The arrows in Figure 6.40 depict the dependencies
between the virtual host and the servers running on it.

Q Component Topology : xen224 ¥ 4 Back

Select a Component : | xen224 v Click here for VM details
+

.-
T el Citrix Xens

erver - VDI

Figure 6.40: Depicts the server applications that have been deployed on the guest OS' of the ESX server

Sometimes, excessive resource usage at the virtual host-level could cause the server applications on the
guest to experience performance degradations. Under such circumstances, the server application to virtual
host mapping helps eG Enterprise automatically correlate both the problems and proactively figure out that the
issue with the virtual host has impacted the server applications running on it.

6.4 Monitoring Public Clouds

If public clouds have been configured for monitoring in your environment, click on the
icon available in the Monitor tab. Then, select the Public Clouds option in the Hosts/Applications tile to invoke a
CLOUD SERVERS page, where the complete list of monitored cloud servers will appear. For instance, if
one/more AWS-EC2 Regions are being monitored in your environment, then the CLOUD SERVERS page will
indicate the names and the current state of the AWS-EC2 Regions (see Figure 6.41).

CLOUD SERVERS 4 Back

i - g
=
YIRTUAL
myec2_east_region

Figure 6.41: List of virtual public clouds that are being monitored
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If a cloud server in Figure 6.41 appears to be in an abnormal state, then you can zoom into the root-cause of
that abnormality by clicking on the cloud server. This will lead you to Figure 6.41, which reveals the topology
of the cloud infrastructure being monitored.

Figure 6.42: Topology of the cloud infrastructure

The eG Enterprise system is capable of automatically discovering the IP address and operating system of the
instances launched on a cloud and tracking the powered-on state of these instances. Additionally, the solution
also intelligently determines which managed applications are operating on these instances and automatically
maps these virtual applications with the cloud server. The topology of Figure 6.42 reveals this server-
application mapping and also indicates the current state of the cloud server and the applications operating on
each of its instances. A resource deficiency at the cloud server level can affect the resource allocation to the
instances, and can in turn cause the performance of the applications executing on the instances to suffer.
This implies that a problem with the cloud server can ripple and affect the performance of the applications
launched on it. The direction of the arrows in Figure 6.42 depicts this inter-dependency. The state of the cloud
service is therefore determined by the state of the cloud server and that of the applications executing on the
server. Clicking on the cloud server will lead you to Figure 6.42, where you can view the layer model, tests,
and measurements of the cloud server.
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@ Component | AWS EC2 Regionimyscz_sast bd| &, 4Back

£3 VIRTUAL TOPOLOGY ¥ |

= EC2 - Instance Resources | ]

zap_db:i-bOc3efe?
zap_mware:i-b0c3efed
3 . zap_mware:i-b0c3efes
AWS EC2 Region Instance Details
zap_mware:i-b0c3efes
& AWS EC2 Region Instance Status |— B zap dbsi-bOc3efes
(Y W zap_db:i-bOc3efes

B zap_mware:i-b0c3efe2

AWS EC2 Region Status 1

B EC2 - Aggregated Resource Usage

B mi.zmall

B~ EC2 - Instance Uptime IS}

EC2 - Instance Resources -zap_mware:i-b0c3efed 4 DETAILS € HELP

Instance power-on state Off b ®‘

Figure 6.43: The layer model, tests, and measurements of a cloud server

6.5 Monitoring Aggregate Components

eG Enterprise typically monitors every component of a type, separately. However, sometimes, administrators
might want to receive an aggregated view of the performance of two/more components of a type. For
instance, Citrix administrators might want to know the total number of users who are currently logged into all
the Citrix servers in a farm, so that sudden spikes in the load on the farm (as a whole) can be accurately
detected. Similarly, Windows administrators might want to figure out the average CPU usage across all the
Windows servers in an environment, so that they can better plan the capacity of their Windows load-balancing
clusters.

To provide such a consolidated view, eG Enterprise embeds a license-controlled Metric Aggregation capability.
This feature, when enabled, allows administrators to group one or more components of a particular type and
monitor the group as a single logical component, broadly termed as an aggregate component. The eG
Enterprise system then automatically aggregates the metrics reported by the components in the group by
applying pre-configured aggregate functions on them, and reports these metrics as if they were extracted from
the managed aggregate component. Separate thresholds need to be set for the aggregated metrics to track
deviations in the consolidated performance. The state of the aggregate component is govemned by these
exclusive thresholds, and not by the state of the components within the group.

If remote agents are used to perform metric aggregation, one/more premium monitor licenses would be
required for implementing this capability. However, if an external agent is used to perform metric aggregation,
no license is required for implementing this capability.

Using this Metric Aggregation capability, administrators can perform the following:
Effectively assess the collective performance of a group of components of a particular type
Easily study load and usage trends of server farms (or groups) as a whole

Accurately detect resource inadequacies or unusual load conditions in the component group or farm

Y V Vv V

Compare and correlate the performance of the member components with that of the aggregate
component, so that the reasons for performance issues with the aggregate component can be precisely
determined;
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If one/more aggregate components have been managed in your environment, then the Aggregates bar graph in
the Infrastructure Health section of the Monitor Home Page will indicate the number of aggregate components that
are being monitored and their current state (see Figure 6.44).

Current Status

11315 26 16 5h 48m 8h 12m
Total E Total - Open | TJ Average S Maximum
@ ss519% @ 1426% 042% 0.03% @oix Measurements Components = Problems | Lal Duration | \__/ Duration
Infrastructure Health
\ Component Type Count Status
U Services g Citrix XenApp 2
Emulated Clisnt 2 3
n Generic 2 1 1
Segments 2
Hyper-V VDI 2 F3
Real User Monitor 2
VMware wSphere ESX 2
Aggregates 2 e
VMware wSphere VDI 2

Measure At-A-Glance EEIELETNHT

Measure Test Component - Descriptor Value
@ Max Disk busy Disk Activity mybox - Disk0 € D 132%
o Max Network latency (avg) Network Jjamadfasdadfas 0.02 Secs
e Max TCP connectien time TCP Port Status sql_8.127:1433 - 1457 0.03 Secs
o Max Esx CPU utilization Processors - Esx ESX_136 - Processor 0 58.14%
o Max Esx network usage Network - Esx ESX_115 - egresting. 2.61 Mbps
o Max Esx VMs powered on ESX Virtual Machines ESX_115 & Number
o Max CPU utilization of VM ESX VM Details ESX_136 - WINXPdemoysap) (11.190} 4564 %
o Max Ready time of VM ESX VM Details ESX_136 - WinZK3-32Bit (8.6 1ifOid - 8 100] 372%
_ﬂ ....................... £ i im 3E 8.7 33ie i3 s firALe 0 1AAT Soons

Figure 6.44: The Aggregates bar graph in the Infrastructure Health section

Each division of the Aggregates bar graph will indicate the current state of the managed aggregate components
and the number of aggregate components in each state.

Clicking on a division in the Aggregates bar graph will lead you to the COMPONENT AGGREGATES page. This
page lists the aggregate types that have been managed and the names of aggregate components of each type
that are currently in the state represented by the division that was clicked on (see Figure 6.44).

AGGREGATES
State Nick Name Type Search Types
All States v All Types v Show All Components m

AGGREGATE COMPONENTS IN ALL STATES
COMPONENT TYPE AVAILAELE COMPONENTS

@ win_ago
=)

Windows Aggregate

Figure 6.45: The COMPONENT AGGREGATES page

To zoom into the layer model of an aggregate component, click on that component in the COMPONENT
AGGREGATES page. The Layer tab page will then open displaying the layer model of the aggregate component
(see Figure 6.45).
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System | Network Component | windows Aggregate:aggwin - 4 Back

Last Measurement Time : Oct 01, 2014 12:08:23

@ TcP Aggregate i B
8 TCP : S
/ Inconnection rate (Conns/sec) 01822 X3 | €
& TCP Aggregate / Outconnection rate (Conns/sec) 24342 XL | &
/ Currentconnections (Number) 265 XZ €

@ Network

@ Operating System

Figure 6.46: Layer model of an aggregate component

Like individual components, aggregate components too are represented in the eG monitoring console using a
hierarchical set of layers. Typically, an aggregate component will be represented using the same set of layers
that are associated with the corresponding non-aggregate component. For instance, the Citrix XenApp
Aggregate component will support the same layer model as the Gitrix Xenapp component.

Each layer of an aggregate component will be mapped to a set of aggregate tests. Some layers will be
associated with precanned aggregate tests. Besides these default tests, administrators can also add new
aggregate tests and associate them with the aggregate components. To know how to add/configure aggregate
tests, refer to Chapter 3 of this document.

While clicking on a layer will list all the aggregate Tests mapped to that layer, clicking on a test will open a
Measurements panel where all the aggregated metrics collected by that test will be displayed (see Figure 6.46).

To perform metrics aggregation, the eG Enterprise system applies certain aggregate functions on the
measures collected from across all the components of a type that are grouped under a particular aggregate
component. In case of precanned aggregate tests, these functions are also hard-coded into the eG Enterprise
system. In case of a user-configured aggregate test however, the users can indicate what function should be
applied on each measure reported by that test. The Measurements panel of the Layer tab page not only displays
the names of the aggregated measures and their aggregated values, but also indicates what function has been
applied on the measure to perform aggregation. Statistical symbols have been used to represent functions.
These symbols and the functions they represent have been discussed in the table below:

Symbol Function
- Sum

a Max

¥ Min

X Average
XX Avg-Sum
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Move your mouse pointer over a symbol in the Measurements panel to know what function it represents.
Clicking on the symbol that corresponds to a measure in the Measurements panel will open Figure 6.46, using
which you can understand how the value of that measure was computed. The Component Name column in
Figure 6.46 lists all the individual components that have been grouped under the aggregate component in
question. Against every Component Name, the Aggregated Measure value of that component will be displayed.
For instance, for a measure on which the Avg-Sum function has been applied, the Aggregated Measure column
will display the average value of that measure for the displayed Component Name during the last test frequency.
The sum of the average values of all Component Names will be displayed as the value of the measure in the
Measurements panel.

DETAILS OF AGGREGATE MEASURE CALCULATION

Measurement Time - Oct 16, 2014 0622538

Component Type Windows Aggregate Component Name aggwin

Test Name Metwork Traffic Aggregate Measure Name Incoming traffic (Pkts/sec)

The Aggregate Measure Incoming traffic was computed to be 1416.6853 using the aggregate function Average-
Sum (xz)

This value has been derived from the following individual metrics

COMPONENT NAME AGGRECATED MEASURE
€3 vindowszs 473.726

0 windowsz24 472.1979

€ windows23 470.7614

Figure 6.47: How the aggregate measure was calculated?

Likewise, clicking on the DETAILS button in the Measurements panel will list all the member components that
have been included as part of the aggregate component (see Figure 6.46).

Clicking on the Graph icon corresponding to an aggregate measure will reveal a Measure Graph that plots the
time-of-day variations in the aggregated metrics during the last hour (by default) (see Figure 6.48).
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Measure Graph Comparison Graph Summary Graph Trend Graph Fix History Fix Feedback ﬁ "’( E

Timeline : 1 hour From Hr To Hr

TCP Aggregate/In connection rate (Conns/sec)

Component: aggwin

Oct 01, 2014 11:43:23
03 In connection rate (Conns/sec) : 0.2608

11:20
11:25
3
11:40
11:45
11:50
11:55
1200
12:05
12:10

Time(HH:mm)

Measurement Name Avg Max Min

In connection rate (Connsfsec) 0.2725 0.3696 0.1921

Figure 6.48: Viewing a graph of an aggregate measure

A Comparison Graph will also be additionally available for an aggregated measure. To view this graph, you will
have to click on the Comparison Graph tab page next to the Measure Graph tab page (see Figure 6.48). Using
this graph, you can compare the historical measures of the target aggregate component with that of each of its
member components for a given timeline. If the aggregate measure reports a deviation, then this graph will
enable you to isolate the member component that could have caused the deviation. For instance, say that you
have managed a Citrix XenApp Aggregate component, which is associated with all the Citrix XenApp servers in
your Citrix farm. Assume that you have configured this aggregate component to alert you if more than 100
sessions are active on your farm. If this anomaly occurs — i.e., if the number of sessions to the Citrix farm
exceeds 100 - then the Citrix XenApp Aggregate component will naturally trigger an alert. At this juncture, you
can use the Comparison Graph to figure out the following:

» Whether this increase in session count was sudden or consistent;

» Whether itis because of a sudden/consistent growth in the number of sessions to a particular Citrix server in
the farm; if so, you can even use this graph to point to the problem server.

> Whetheritis because the number of sessions to all the servers in the farm has increased over time;
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Figure 6.49: The Comparison Graph of an aggregate measure

Moreover, in Figure 6.49, you can see that there is a time lag in the aggregate graph line. This is because,
aggregate measures are computed one measurement period before the individual components. This is done to
ensure that all measures are considered when aggregating metrics.
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Monitoring Segments

eG Enterprise can also be used to monitor components that are not associated with services. For monitoring
components that are a part of the component topology configured, choose the Segments option shown in
Figure 7.1.

This will result in the display of the different segments configured for the target infrastructure, and their
respective states (see Figure 7.1). Each segment will be accompanied by the IP/hostname and state of the
segment components associated with that segment.

SEGMENTS F
.
eGManager Google Q a sample virtual
COMPONENTS ~w COMPONENTS ~ COMPONENTS ~ COMPONENTS w
€ agentRe ) agentre €9 agentre € vCenter
manager|RE:7077 managerjRE7077 manager)RE:7077 Q Xenzz4
manager|RE:7077 manager)RE. 7077 manager|RE:7077 € xenz4s
windows7_x64 o waww.google.com windows7_x64 0 esx136
windowss @) www.google.com:go

@ v google.com:80

& vanwgoogle.com

ﬁ web

COMPONENTS ~
€ agentRe

manager|RE:7077

manager|RE:7077

@ vaww.google.com:80

Figure 7.1: Segments configured for the environment
Note:

If you want all the component-types associated with a problem segment to be displayed (in Figure 7.1 )

instead of the component names, then you will have to set the Display component types in segment/service list
flag in the MONITOR SETTINGS page (Click on the & icon available in the Admin tab, select the Monitor option

from the Settings tile) in the eG administrative interface to Yes. By default, this is set to No.
Note:

By default, against each segment displayed in the SEGMENT LIST page, the top-10 Components included in that
segment will be displayed. Typically, to identify the top-10 components, eG Enterprise automatically sorts all
the components associated with a segment on the basis of their current state, arranges the sorted list in the
alphabetical order of the component names, and picks the first 10 components of this list.

If you want more number of components to be displayed against each segment, do the following:
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Login to the eG administrative interface.
Click on the B icon available in the Admin tab, select the Monitor option from the Settings tile.
Click the Other Settings sub-node under the General node in the tree-structure in the MONITOR SETTINGS
page.

> In the right panel, modify the default value 10 that is displayed in the Components count in
segment/service/zone list text box.

» Click the Update button to save the changes.

If a large number of segments are displayed, you can search for a particular segment, by specifying the
whole/part of the segment name in the Search text box, and clicking the right-arrow button adjacent to the text
box. Doing so will reveal all segments with names that embed the specified search string.

Click on the Associations ( Il )button in Figure 7.2 to view the state of all the fully configured segments in their
environment, and the users to which each of them are assigned.

Figure 7.2 also reveals an 'arrow' button to its left. Clicking on this 'arrow' opens a left panel that consists of a
tree-structure (see Figure 7.2). Each fully-configured segment will appear as the 'nodes' of this tree - besides
the segment name, these 'nodes' will also indicate the current state of the segment.
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manager]RE:7077 manager|RE:7077 managerRE. 7077
windows7_x64 o www.google.com windows7_x64
windows8 @ vawvgoogle.com:80
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) xen24s manager|RE:7077
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Figure 7.2: Segment Dashboard revealing a tree-structure in its left panel

To view the components that form part of a segment and the state of each of these components, expand the
'node’ representing the segment of interest to you. The segment components, along with their current status
indicators, will then be listed as the sub-nodes of the 'segment node' as depicted by Figure 4.330. If you click
on a 'segment node' in the tree, the right-panel will instantly change to display three tab pages, namely -
Segments, Components, and Topology. By default, the Segments tab page will open as soon as a 'segment
node' in the tree is clicked (see Figure 7.2).
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7.1 Systems Tab Page

For every component that is included in the segment, the Systems tab page displays the state of each
component and the real-time values of key hardware/network/operating system-level measures that have
been pre-configured for the components. With the help of this tab page, you can receive instant intimations of
hardware failures, network latencies, and other host-level performance ills that the segment components are

experiencing currently.
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Figure 7.3: The Systems tab page of a Segment node that s clicked on in the tree-structure

If required, you can add more measures to this list or delete one/more existing measures. For this, click on the
* icon at the right, top corner of Figure 7.3. Figure 7.4 will then appear.

SETTINGS

Tabs

Add/Delete Measures

Layer

Please choose a layer

Measure

Flease choose a measure

Does the Test have Descriptors 7

Display Mame

Figure 7.4: Adding a measure to the Systems tab page
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105



MONITORING SEGMENTS

To add a measure to the Systems tab page using Figure 7.4, do the following:
1. Select the Systems option from the Tabs section.
2. Set the Add/Delete Measures flag to Add.

3. The Layer list will be populated with all the host-level measures related to all segment components. Pick
the Layer that reports the measure of interest to you,

4. This will populate the Test list with all the tests that execute on the chosen Layer. Select the Test that
reports the measure you need.

5. Then, choose the Measure to be added and provide a Display Name for the measure.

6. Finally, click the ADD button to add the chosen measure to the Systems tab page.

To delete a measure from the Systems tab page using Figure 7.4, do the following:

1. Select the System option from the Tabs section.

2. Set the Add/Delete Measures flag to Delete.

3. Then, from the Test list of Figure 7.4, pick the test that reports the measure to be deleted.

SETTINGS

Tabs (*) System Component Aggregate

Add/Delete Measures = add Delete

Layer Test

MNetwork Metwork Aggregate
Measure

Avg network delay
Does the Test have Descriptors 7
Display Mame

Avg network delay

Figure 7.5: Deleting a measure from the Systems tab page

4. Choose the Measure to be deleted. The Display Name of the selected measure will then be automatically
displayed.

5. Click the DELETE button to delete the measure.

By default, the contents of the Systems tab page are sorted based on the state of the segment components
listed therein. If more that one component exists in the same state, then the components of that state will be
sorted in alphabetical order. If need be, you can change the sort order. For example, if you wish to sort the
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components listed in the Systems tab page in the descending order of the values of their Disk Usage, just click
on the Disk Usage label. Doing so, tags the Disk Usage label with a down arrow icon — this icon indicates that
the Systems tab page is currently sorted in the descending order of the total disk space used by each
component. To change the sort order to ‘ascending’, all you need to do is just click again on the Disk Usage
label or the down arrow icon. Similarly, you can sort the Systems tab page based on any column available in
the table.

Click on any segment component in the Systems tab page to view the layer model of that component.
Note:

o Only a user who is assigned the Admin role is allowed to customize the segment dashboard by clicking on
the * icon.

« While displaying values for descriptor-based measures in the Systems tab page, the eG Enterprise system
does not display the actual values per descriptor. Instead, the solution computes theaverage or the total
sum of values across descriptors and displays it in the corresponding measure column. For instance, for
values reported as percentages, the solution computes the average value across descriptors. On the
other hand, if the value is reported as a GB or MB, then the total sum of all the descriptor values of the
component will be displayed against the component.

7.2 Components Tab Page

If issues at the application-level are hindering segment performance, you can promptly isolate such issues
and the segment components affected by them using the Components tab page (see Figure 7.6).

System Topology ¥ | | & Back

Type | Java Application ~
r— IMX Availability IMX Response Time Cpu Utilization OF JWM Total Classes Loaded Blocked Threads High CPU Thre
o % Secs % Number Number Number

€ agentRrE [TTTIIILT 0
manager|RE:7077 EEENENEEE 100 0 [T 1.28 4930 0 o

Figure 7.6: The Components tab page of the Segment dashboard

By default, in the Components tab page for a particular segment, you will find pre-configured application-level
metrics pulled out of that segment component which is currently experiencing problems of the highest priority.
This is why, the component type to which such a component belongs is chosen by default from the Type list in
the Components tab page. If need be, you can pick a different Type from this list to view the current state of all
segment components of that type.

You can even override the default measure list for a component type by configuring additional application-level
metrics to be displayed in the Components tab page or by removing one/more metrics that pre-exist. For this,
click on the * icon at the right, top comer of Figure 7.7. Figure 7.7 will appear.
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Figure 7.7: Adding a new measure to the Components tab page of the Segment dashboard

To add a measure to the Components tab page using Figure 7.7, do the following:

-_—

. Select the Components option from the Tabs section.

N

Set the Add/Delete Measures flag to Add.

3. Pick a Component Type from the list of component types that are part of all the fully-configured segments in
your environment.

»

The Layer list will then be populated with all the application-level layers related to all segment components.
Pick the Layer that reports the measure of interest to you,

[&)]

. This will populate the Test list with all the tests that execute on the chosen Layer. Select the Test that
reports the measure you need.

6. Then, choose the Measure to be added and provide a Display Name for the measure.
7. Finally, click the ADD button to add the chosen measure to the Systems tab page.
To delete a measure from the Systems tab page using Figure 7.7, do the following:

1. Select the Components option from the Tabs section.

2. Set the Add/Delete Measures flag to Delete.

3. Pick a Component Type from the list of component types that are part of all the fully-configured segments in
your environment (see Figure 7.8).
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Figure 7.8: Deleting a measure from the Components tab page
4. From the Test list. Select the Test that reports the measure you need.

5. Choose the Measure to be deleted. The Display Name of the selected measure will then be automatically
displayed.

6. Click the DELETE button to delete the measure.

By default, the contents of the Components tab page are sorted based on the state of the segment
components listed therein. If more that one component of a chosen Type exists in the same state, then the
components of that state will be sorted in alphabetical order. If need be, you can change the sort order. For
example, if you wish to sort the components listed in the Components tab page in the descending order of the
values of their Response time, just click on the Response time label. Doing so, tags the Response time label
with a down arrow icon — this icon indicates that the Components tab page is currently sorted in the descending
order of the responsiveness of each component. To change the sort order to ‘ascending’, all you need to do is
just click again on the Response time label or the down arrow icon. Similarly, you can sort the Components tab
page based on any column available in the table.

Click on any segment component in the Components tab page to view the layer model of that component.

Note:

> Only auserwho is assigned the Admin role is allowed to customize the segment dashboard by clicking on
the X icon.

» While displaying values for descriptor-based measures in the Components tab page, the eG Enterprise
system does not display the actual values per descriptor. Instead, the solution computes theaverage or
the total sum of values across descriptors and displays it in the corresponding measure column. For
instance, for values reported as percentages, the solution computes the average value across
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descriptors. On the other hand, if the value is reported as a GB or MB, then the total sum of all the
descriptor values of the component will be displayed against the component.

7.3 Topology Tab Page

When multiple inter-related components that are part of a segment experience slowdowns, it is often a
challenge for administrators to accurately diagnose the 'source' of the slowdown - this is because, the
problem in one segment component can affect the performance of other segment components that are
dependent on it. To enable administrators to easily understand the inter-relationships between the various
components that form a segment, and to help them precisely locate the root-cause of problems with a
segment, the segment dashboard provides the Topology tab page. If you click on this tab page after selecting
a segment node from the tree, Figure 7.9 will appear. This tab page will also appear when you click on a
particular segment name in the SEGMENT LIST of Figure 7.10.
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Figure 7.9: The Topology tab page of the Segment dashboard

From the color-coding of the segment components in the topology and the direction of dependencies
represented by the 'arrows' in the topology, you will be able to accurately isolate the root-cause of problems in
the segment. Clicking on a component in the topology will reveal the layer model of that component.

Large enterprises often have load balanced groups of servers providing web, middleware, and database
functionality. The servers in the group often perform the same functions and have the same set of
dependencies on other infrastructure components. For a service with tens of servers in a group, the service
topology representation can quickly get very cumbersome. To handle such environments, eG Enterprise v 4.1
allows administrators to define server groups that represent a collection of similar servers. By including a
server group in a service topology representation, administrators can indicate that all the servers in the group
have the same set of dependencies on other parts of the infrastructure. Topology representation using server
groups are compact and concise to represent, and simple to understand.
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Figure 7.10: The topology of a segment comprising of a group

Clicking on the GROUP representation in Figure 7.10 will lead you to Figure 7.10, which displays all the
components associated with the group and their current state. If there is an issue with the group, then the
GROUP LIST will reveal which component in the group is causing the problem.
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Monitoring Services and Service
Groups

8.1 Monitoring Services

A service is a collection of infrastructure components that work together to perform a specific set of functions
- e.g., a mobile payment gateway service, an online banking service, a web site, etc. eG Enterprise allows
administrators to add one/more services for monitoring. The procedure to configure such services using the
eG administrative interface has been described in the Administering the eG Enterprise Suite document. This
section takes the example of a web site service named infoway to explain how eG Enterprise performs 'end-
to-end service monitoring'.

Upon logging into the monitor interface, select the Services option from the Groups tile; this will lead you to the
SERVICES page that lists the services that you are privileged to monitor and the current state of these services.
If you login as supermonitor, then all the services that have been configured in your environment will be listed
in the SERVICES page as depicted by Figure 8.1.

SERVICES | 32
SERVICE NAME ASSOCIATED ELEMENTS
COMPONENTS

ﬁ @ operadi:152L0pera infoway_ct2:1494 infoway_nfuse2:50 @ Filesore @ infoway_nenwork

infoway @ infoway_sqldb1:1433 % @ infowayctx farm2:1494 @ operal doi1s2l @ Printsrl

- COMPONENTS
ﬁ @ mux-do-011433 p 3 @ mue-iis-01:80 @ mue-tear 017079

www.mtx-pay.com

Figure 8.1: Viewing the list of configured services and their states

Note:

By default, against each service displayed in the SERVICE page, the top-10 Components associated with that
service will be displayed. Typically, to identify the top-10 components, eG Enterprise automatically sorts all
the components associated with a service on the basis of their current state, arranges the sorted list in the
alphabetical order of the component names, and picks the first 10 components of this list.

If you want more number of components to be displayed against each service, do the following:
» Login to the eG administrative interface.

> Click on the &l icon available in the Admin tab. Then, select the Monitoroption in the Settings tile.

» Click the Other Settings sub-node under the General node in the tree-structure in the MONITOR SETTINGS
page.
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> In the right panel, modify the default value 10 that is displayed in the Components count in
segment/service/zone list text box.

» Click the Update button to save the changes.
Note:

By default, only the components associated with a service will be displayed in the SERVICE page. If you want
the segments associated with the service also to be displayed, then, do the following:

» Login to the eG administrative interface.

Click on the Al icon available in the Admin tab. Then, select the Monitoroption in the Settings tile.

Click the Other Settings sub-node under the General node in the tree-structure in the MONITOR SETTINGS
page.
» Inthe right panel, set the Show segment(s) in service list flag to Yes.

» Click the Update button to save the changes.

To make sure that SERVICE LIST page does not display the list of components associated with a service, set
the Show component(s) in service list flag in the OTHER DISPLAY SETTINGS panel of the MONITOR SETTINGS page
to No.

If both the segment list and component list are disabled, then the SERVICE LIST page will only display a vertical
list of services and their current state.

If you click on the > button to the left of the SERVICES list, as indicated by Figure 8.1, a Services tree will appear
(see Figure 8.2).
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Figure 8.2: The Services tree

Every service configured for monitoring in the eG Enterprise system will appear as the nodes of the Services
tree. Expanding a service node will list as its sub-nodes all those components that are engaged in the delivery
of that service; the state of these components will also be revealed (see Figure 8.3).

Note:

By default, the services listed under the Services node will be sorted in the order of the service state. Likewise
the components that are listed under each service will also be sorted in the basis of their current state.
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Figure 8.3: Expanding a service node in the Services tree
At any give point in time, you can click on the < button indicated by Figure 8.3 to hide the Services tree.

Going back to the SERVICES list of Figure 8.1, you can see that a service named infoway is currently in a
Critical state. To know what Critical problem this service encountered and why, click infoway in Figure 8.1.

This opens a Transactions tab page (see Figure 8.4). The Transactions tab page is applicable only for web site
services. Since this tab page appears as soon as the infoway service in our example is clicked, it is evident
that the infoway service is a web site service. In this tab page, you can view the current state of the
transactions that have been explicitly configured for monitoring for the infoway web site service. By closely
tracking the requests to, the responsiveness of, and the errors encountered by every transaction to a web site,
you can accurately ascertain which transaction is contributing to a slowdown in the infoway web site. From
Figure 8.4, it is clear that the UserLogin and ApplicationAccess transactions to the infoway site are
experiencing Minor issues. A look at the transaction metrics reveals that both these transactions are
experiencing Errors.

If you now look at the Graphs section of the tab page, you will find that these Errors have persisted for the last
hour. To know what is causing these persistent errors, click on either of the transactions — say, the UserLogin
transaction.
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Figure 8.4: The Transactions tab page
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This will lead you to the Topology tab page of Figure 8.5. This displays the topology of the infoway web site,
indicating the components engaged in delivering the web site service and the physical/logical relationships
that exist between the components.
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Figure 8.5: The topology of the infoway web site

eG Enterprise's patented correlation technology is dependent on the specification of topology information that
indicates how components are interconnected and which components rely on others for their functioning. The
interconnections can represent either physical connections (e.g., a web server connected to a network router)
or logical dependencies (e.g., a web server using a web application server). Each interconnection is
associated with a direction. The direction signifies cause-effect relationships (if any) between the components
being connected together.

From the topology view of Figure 8.5, you can easily infer that the infoway web site employs a multi-tier
architecture. The IIS web server (infoway nfuse2:80) handles all incoming requests from web clients and
forwards them on to a Citrix Zone Data Collector server (infoway_ctx_farm2:1494). The Zone Data Collector
server then transmits the request to a Citrix XenApp Server (inffoway ctx2:1494). Back end Oracle and
Microsoft SQL databases, a printer, and an Active Directory server are also used in the service delivery.

With the help of the color-coding on the components in the topology diagram, you can figure out that the
Oracle Database Server is experiencing a Critical issue, the Citrix XenApp server is suffering a Major issue,
and the lIS web server is having a Minor issue. If you look closely at the direction of the arrows used in the
topology, you will be able to tell in which direction problems flow. In the case of our example, the direction of
the arrows indicate that the Critical problem with the Oracle database server, has rippled and affected the
performance of the Citrix XenApp server which depends on it. This problem has also travelled further down the
topology to adversely impact the performance of the IIS web server that interacts with the XenApp server.
eG’s patented correlation engine has automatically correlated these issues and has accurately discovered
that the root-cause of the problem with the infoway web site lies with the Oracle Database server. This is why,
eG has intelligently assigned the highest problem priority to the problem with the Oracle Database server.
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Since the performance of the XenApp server and IIS web server suffered as a result of the bottleck at the
Oracle database server, eG has smartly downgraded the priority of the problems with the XenApp and IIS
servers. This way, eG efficiently differentiates between the cause and effect of service-related issues.

To know what problem with the Oracle Database server is delaying the delivery of the infoway web site
service, first click on the System tab page in Figure 8.4. Figure 8.6 will then appear.
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Figure 8.6: The System tab page

Performance issues suffered by an application host can ripple and affect the performance of the application
itself, which in turn can delay the delivery of the dependent service(s). For a chosen service, the System tab
page serves as a central console where you can quickly compare critical host-level metrics captured in real-
time from across all components engaged in the delivery of that service. In the case of our example therefore,
the System tab page reports real-time metrics revealing how the systems supporting the infoway web site are
performing.

By default, the contents of the System tab page are sorted based on the state of the service components listed
therein. If more that one component exists in the same state, then the components of that state will be sorted
in alphabetical order. If need be, you can change the sort order. For example, if you wish to sort the
components listed in the System tab page in the descending order of the values of their CPU usage, just click
on the CPU Utilization label. Doing so, tags the CPU Utilization label with a down arrow icon — this icon indicates
that the System tab page is currently sorted in the descending order of the CPU used by each component. To
change the sort order to ‘ascending’, all you need to do is just click again on the CPU Utilization label or the
down arrow icon. Similarly, you can sort the contents of the System tab page based on any column available in
the table.

By default, the CPU, memory, disk space, and network usage of each of the systems engaged in delivering
the infoway web site service can be tracked using this tab page. You can, if required, override the default
measure list in the System tab page by adding more critical measures to the list or by removing one/more
existing ones from the list. For this, do the following:

o Click onthe * icon provided near the Back button in Figure 8.7. In the SETTINGS window that appears (see
Figure 8.7), select System from the Tabs flag.
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Figure 8.7: Selecting the System flag from the Configuration Settings Window
« Toadd more metrics to the System tab page, first, select the Add option from the Add/Delete Measures flag.

« Next, select the layer for which you wish to add the test from the Layer drop down list. Now, select the Test
that reports the measure of your choice, pick the measure of your interest from the Measures list, provide a
Display name for the measure, and click the Add button to add the chosen measure to the Systems tab page.

« If you want to delete one/more measures from this section, then, as soon as you choose the Delete option
from the Add/Delete Measures flag, the Test drop down list will be populated with all the existing tests for
which measures are displayed. Pick a Test and choose the Measure to be deleted from the System tab page.

Note:

While displaying values for descriptor-based measures in the System tab page, the eG Enterprise system
does not display the actual values per descriptor. Instead, the solution computes theaverage or the total
sum of values across descriptors and displays it in the corresponding measure column. For instance, for
values reported as percentages, the solution computes the average value across descriptors. On the other
hand, if the value is reported as a GB or MB, then the total sum of all the descriptor values of the
component will be displayed against the component.

This centralized view of the health of all systems associated with the infoway web site helps in quickly
determining whether any OS-level issues with the Oracle Database Server could be affecting service quality.
From the System tab page of Figure 8.6, it is obvious that the Oracle database server host is in good health
presently. So, could a serious performance snag at the application-level be responsible for the Critical issue
with the Oracle Database Server? To find out, click the Components tab page in Figure 8.6. Figure 8.8 will then
appear.
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Figure 8.8: The Components tab page

The Components tab page provides insights into the performance of the applications that are engaged in
service delivery - in other words, the tab page displays the real-time values of the application level metrics
collected from each component associated with a service. Using this at-a-glance information, administrators
can perform the following with ease:

» Oversee, by a mere glance, how well the components associated with the chosen service are performing;

» Easily analyze and detect abnormalities experienced by the misson-critical applications associated with
the chosen service.

At any given point in time, you can view and analyze the application-level metrics related to the service
components of a single type alone in the Components tab page. Use the Type list at the right, top corner of
Figure 8.8 to select the component-type of interest of you. Once a component-type is chosen, all components
of that type that are associated with the service in question will be listed. For each component of the chosen
type, a set of pre-defined application-level metrics will be displayed. If required, you can override this default
metrics list by adding more metrics for display in this tab page, or by removing one/more existing metrics. For
this, do the following:

« Click onthe * icon provided near the Back button in Figure 8.8. In the SETTINGS window that appears (see
Figure 8.9), select Component from the Tabs flag.
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Figure 8.9: Selecting the Component flag from the Settings Window
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« To add more metrics to the Components tab page, first, select the Add option from the Add/Delete Measures
flag. Then, pick the Component Type to which the addition applies.

« Next, select the layer for which you wish to add the test from the Layer drop down list. Then, select the Test
that reports the measure of your choice, pick the measure of interest from the Measures list, provide a
Display name for the measure, and click the Add button to add the chosen measure to the Components tab
page.

« If you want to delete one/more measures from this section, then, as soon as you choose the Delete option
from the Add/Delete Measures flag, the Test drop down list will be populated with all the existing tests for
which measures are displayed. Pick a test and choose a Measure of your interest to delete from the
Components tab page.

Note:

While displaying values for descriptor-based measures in the Components tab page, the eG Enterprise
system does not display the actual values per descriptor. Instead, the solution computes theaverage or the
total sum of values across descriptors and displays it in the corresponding measure column. For instance,
for values reported as percentages, the solution computes the average value across descriptors. On the
other hand, if the value is reported as a GB or MB, then the total sum of all the descriptor values of the
component will be displayed against the component.

In the case of our example by default, Oracle Database is chosen as the Type in the Components tab page (see
Figure 8.8). As a result, the Components tab page reports the current availability, responsiveness, average
tablespace usage, session load, and other key operational metrics of the problematic Oracle database server
alone. From these real-time metrics, it is clear that the Oracle database server is available and is responding
quickly to requests. Expensive operations such as long table scans and rollbacks are also non-existent on the
server. The load on the server also appears minimal. The disconcerting factor however is the Tablespace
Usage, which is over 50%. Could this be the root-cause of the Critical issue with the Oracle database server?
If so, which tablespace is being used excessively? For the answers, click on the Oracle database server
component in the Components tab page. Figure 8.10 will then appear, revealing the problematic layer, test, and
measure of the Oracle database server in our example.
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Figure 8.10: The problem layer, test, and measure of the Oracle database server

Figure 8.10 clearly indicates that the Critical issue is because the ORDERS tablespace of the Oracle database
server is being over-utilized, and is hence running out of free space. With that, we can conclude that the lack
of free space in the ORDERS tablespace is the reason why a Critical issue occurred on the Oracle database
server.

eG Enterprise saves you the trouble of navigating the System and Component tab pages to determine what is
ailing the Oracle database server. Instead, you can simply click on the Oracle database server component in
the Critical state in the Topology tab page (of Figure 8.5) itself to open Figure 8.10.

The Topology tab page (see Figure 8.5) also reveals that it is this Critical database server issue that has
caused the Major issue with the XenApp server, the Minor issue with the [IS web server, and has ultimately
stalled the delivery of the infoway web site service. To know how, let us first figure out what the Major problem
with the Citrix XenApp server is. For that, switch to the Topology tab page and click the Citrix XenApp server
component in the Major state. Figure 8.11 will then appear.
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Figure 8.11: The problem layer, test, and measure of the Citrix XenApp server

Figure 8.11 reveals that the Major problem is affecting the Citrix Applications layer, and the problem is owing to
a high CPU usage of the java.exe application executing on the Citrix XenApp server. In this case, it turns out
that the UserLogin transaction (see Figure 8.4), which registered errors, is being handled by a Java application
that is hosted on the XenApp server. When the tablespace is full, the Java application keeps retrying to add a
new user record, hence causing a Major CPU bottleneck on the XenApp server. Because record insertion
failed, the UserLogin transaction also failed, resulting in a Minor issue on the 1IS web server that is hosting the
infoway web site. With that, we can conclude that the lack of free tablespace is the root-cause of the Critical
slowdown in the delivery of the infoway web site service.

If one/more aggregate components have been created using the components of a service, then an additional
Aggregates tab page will appear when monitoring that service. In the case of our infoway web site service too,
you can see the Aggregates tab page. Clicking on that tab page will reveal Figure 8.12.
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Figure 8.12: The Aggregates tab page

From Figure 8.12, you can infer that the Citrix XenApp server and IS web server components that are
associated with the infoway web site are also part of a Citrix XenApp Aggregate component and an /IS Web
aggregate component, respectively. The Aggregates tab page also reveals the names of these aggregate
components, the current state of these aggregates, and key aggregate metrics reported by each of these
components. You can also override the default metrics list by adding more measures to this tab page or
removing one/more existing measures. For that, use the SETTINGS window that appears when the * icon is
clicked.

A quick glance at this Aggregates tab page can reveal abnormalities related to aggregate components and the
metrics responsible for the same. Clicking on an aggregate component here will allow you to zoom into the
layer model of that component.

8.2 Monitoring Service Groups

Once you are in the eG monitoring interface, you will find that the Infrastructure Health section of the eG
monitoring console displays the number of configured service groups and the current state of these groups.
Clicking on the Service Group label here will lead you to Figure 8.13, which lists all the configured service
groups and their current state. Against every service group, the services included in that group and the current
state of each of the services will be available so that, you can instantly identify the services that are in
responsible for the abnormal state of the service group. Clicking on a service here will allow you to preview the
topology of that service, using which you can identify the root-cause of the problems associated with that
service.
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Figure 8.13: List of configured service groups and their current state

8.3 Service Health

When monitoring the performance of their mission-critical business services, service managers may want to
know what percentage of service components are currently in an abnormal state. This knowledge will not only
enable them to quickly identify the services that are experiencing performance degradations, but will also help
them swiftly assess the extent of the damage! The optional SERVICE HEALTH page of the eG monitoring
console imparts this knowledge to service managers. By default, this page is not available in the eG
monitoring console. To enable this page, do the following:

» Edit the eg_ui.ini file (in the <EG_INSTALL_DIR>manager\config directory).
» Set the enable_service_health parameter in the file to true. By default, this is set to false.
» Finally, save the file.

Once this is done, then, you would be able to access the SERVICE HEALTH page by clicking the icon amenu
sequence in the eG monitoring console.

This uses a wide variety of chart types, namely - gauge chart, pie chart, HLinear gauge chart, and column
chart - to indicate the state of components engaged in the delivery of each managed business service.

By default, the chart that corresponds to a service denotes the following:

> the percentage of service components that are currently in a Critical state, indicated by the color Red;

> the collective percentage of components that are in the non-critical states (i.e., Normal, Major,Minor, and
Unknown), indicated by the color Green;

This default setting is governed by the show_states parameter in the [SERVICE_HEALTH] section of the
eg_ui.ini file. By default, the show_states parameter is set as follows:

[SERVICE HEALTH]
show states=HIGH, GOOD

Since the show_states parameter is set to HIGH and GOOD by default, each service chart indicates the
percentage of service components in the CRITICAL state and GOOD states (by default) only. While HIGH
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denotes CRITICAL, the GOOD here is the collective term used to denote all non-critical states, such as Normal,
Unknown, Major, and Minor.

You can override this default setting so that the service charts indicate more or less number of 'distinct'
states. For instance, to make sure that each of the service charts 'distinctly denote' the percentage of
components in the Critical, Major, Minor, Normal, and Unknown states, your show_states parameter setting
should be changed as follows:

show states=HIGH, INTERMEDIATE, LOW, UNKNOWN, GOOD

Also under each service chart, the list of service components in the abnormal state (if any) is displayed. While
the chart itself can alert you to any slowdown that is currently experienced by the service, a quick look below
the chart will help you instantly identify those service components that could be contributing to the service
slowdown. By default, this service component list will display the top-5 abnormal components involved in
delivering that service. To override this default setting, do the following:

> Edit the eg_ui.ini file.

> Against the show_top parameter in the [SERVICE_HEALTH] section, specify any number of your choice. By
default, thisis set to 5.

> Finally, save thefile.

Moreover, as mentioned already, the SERVICE HEALTH page uses any or all of the following types of charts to
indicate the current state of configured services:

Angular Gauge chart
HLinear Gauge chart

Pie chart

YV V VY V

Column chart

If you choose to use all the above-mentioned chart types in the SERVICE HEALTH page, then set the show_
charts parameter in the [SERVICE_HEALTH] section of the eg_ui.ini file to all, as indicated below:

show charts=all

If the show_charts parameter is set to all, you then need to indicate the chart types to be used and the
sequence in which they are to be used. For this, provide a comma-separated list of chart types against the
chart_list parameter in the [SERVICE_HEALTH] section of the eg_ui.ini file:

chart list=AngularGauge:bottom,HLinearGauge:bottom,Pie:right,Column:right

At runtime, the charts will be displayed in the same sequence in which they appear in the comma-separated
chart_list above.

Each entry against the chart_list parameter should be of the following format:
chart list=<charttype:position of legend>,....

For instance, if an Angular Gauge chart is one of the charts you wish to use in the SERVICE HEALTH page,
and you want the legend of the chart to appear below the chart, then your chart_list specification will be:

chart list=AngularGauge:bottom

123



MONITORING SERVICES AND SERVICE GROUPS

Sometimes, you may not want to use a variety of charts in the SERVICE HEALTH page, and instead use a
single chart type across the entire interface. In this case, you will need to alter the show_charts parameter as
indicated below:

show charts=<charttype:position of legend>

For instance, if you want the health of all services to be depicted using only pie charts, and you want the
legend to be displayed to the right of every pie chart, your show_charts specification will be:

show charts=Pie:right

Clicking on the service chart of a non-web-site service in the SERVICE HEALTH page here will lead you to
the Topology tab page of the Service Dashboard, where you can view the state of all components engaged in the
delivery of that service and the inter-dependencies they share. Clicking on the service chart of a web site
service on the other hand, will list the transactions configured for that web site, the current state of each
transaction, and the metrics that are collected for every transaction.
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Monitoring Zones

Large infrastructures spanning geographies can pose quite a monitoring challenge owing to the number of
components involved and their wide distribution. Administrators of such infrastructures might therefore prefer
to monitor the infrastructure by viewing it as smaller, more manageable business units. In eG parlance, these
business units are termed ZONES. A zone can typically comprise of individual components, segments,
services, and/or other zones that require monitoring. For example, in the case of an infrastructure that is
spread across the UK, USA, and Singapore, a zone named USA can be created consisting of all the
components, segments, and services that are operating in the US branch alone. The USA zone can further
contain an East-coast zone and a West-coast zone to represent infrastructure and services being supported
on the two coasts of the US.

While a service/segment contains a group of inter-related components with inter-dependencies between
them, a zone contains a group of components, services, segments, or zones that may/may not have inter-
dependencies. To know how to configure zones, refer to Chapter 2 of this manual.

Any number of zones can be configured using eG Enterprise. To quickly determine the state of the configured
zones, you can login to the eG monitor interface and just move your mouse pointer over the Zones option in
Figure 9.1. Then, pick the List option from the Zones menu.

Choosing the List option opens Figure 9.2, where those zones that have been assigned to you will be listed,
along with their states; if you login as supermonitor, then all the fully-configured zones will be displayed in
Figure 9.2.

Note:

If you have not configured locations (using the eG map interface) for all the managed zones, then clicking on
the Zonesoption in Figure 9.1 itself will invoke the zone list of Figure 9.1.
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Figure 9.1: The state of all the zones being monitored

For each configured zone, the ZONE LIST page displays the state of elements
(segments/components/services/other zones) within that zone. This way, you can quickly identify those
infrastructure elements that are responsible for problems with a zone.

Note:

By default, against each zone displayed in the ZONE LIST page, the top-10 Components included in that zone
will be displayed. Typically, to identify the top-10 components, eG Enterprise automatically sorts all the
components included in the zone on the basis of their current state, arranges the sorted list in the alphabetical
order of the component names, and picks the first 10 components of this list.

If you want more number of components to be displayed against each zone, do the following:

« Login to the eG administrative interface.

« Click on the Hlicon available in the Admin tab. Then, select the Monitor option from the Settings tile.

« Click the Other Settings sub-node under the General node in the tree-structure in the MONITOR SETTINGS
page.

e In the right panel, modify the default value 10 that is displayed in the Components count in
segment/service/zone list text box.

« Click the Update button to save the changes.

Clicking on the right-arrow button alongside the ZONE LIST page will reveal a tree-structure in the left panel
(see Figure 9.1). This tree-structure consists of a Zones node, which displays all the configured zones as its
sub-nodes. Besides the names of the zones, these sub-nodes also indicate the current state of each zone.
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Figure 9.2: The Zone Dashboard

If you expand a node representing a zone in the tree, you will find sub-nodes representing each type of
infrastructure element that has been included in the zone. For instance, if one/more services and segments
have been added to a zone, then expanding that zone's node will reveal a Services and a Segments sub-node.
To know which segments and services have been added to the zone, expand the Segments and Services sub-

nodes, respectively.
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Figure 9.3: Expanding the node representing a particular zone

Likewise, if a zone consists of sub-zones and independent components, then, expanding such a zone's node
will reveal sub-nodes named Zones and Components, respectively. Here again, you can expand the Zones and
Components sub-nodes to figure out which other zones and components have been included in the zone. If the
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zone includes aggregate components, then the node representing that zone will host an Aggregates sub-node,
which when expanded, will list all the aggregate components that are part of that zone and their current state.

Click on a particular segment in the tree to view the Topology of that segment, using which you can determine
the root-cause of performance issues in the segment. In the same way, you can click on a particular service in
the tree to view the Topology of that service and accurately diagnose the source of any slowdowns that may
be experienced by that service.
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Figure 9.4: The Segment Topology tab page that appears when a segment thatis part of a zone is clicked in the
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Figure 9.5: The Service Topology tab page that appears when a specific service that is part of a zone is clicked in
the Zones tree

When you click on a node representing a (parent) zone in the tree - i.e., if you click on any of the sub-nodes of
the global Zones node in the tree - the right panel will change to display three tab pages, namely - the Systems,
Components, and Details tab pages. The sections that follow will discuss each of these tab pages in detail.

9.1 The Systems Tab Page

By default, selecting a zone node from the tree opens the Systems tab page. This tab page serves as a single,
central interface that allows administrators to ascertain, from just a glance, the current operating system-level
health of every component that is part of the chosen zone. The values of key host-level parameters are
captured in real-time from all the components that belong to the chosen zone and are displayed here, so that
administrators are instantly alerted to issues related to the network connection/traffic, TCP connectivity, and
resource usage of every component.
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Figure 9.6: The Systems tab page revealing operating system-level health of every component that is part of a zone

Clicking on a System in the right panel of Figure 9.6 will lead you to the layer model page, where you can view
the exact layer where a problem has occurred, the test that reported the problem, and the problematic
measure.

By default, the contents of the Systems tab page are sorted based on the state of the zone components listed
therein. If more that one component exists in the same state, then the components of that state will be sorted
in alphabetical order. If need be, you can change the sort order. For example, if you wish to sort the
components listed in the Systems tab page in the descending order of the values of their Disk Usage, just click
on the Disk Usage label. Doing so, tags the Disk Usage label with a down arrow icon — this icon indicates that
the Systems tab page is currently sorted in the descending order of the total disk space used by each
component. To change the sort order to ‘ascending’, all you need to do is just click again on the Disk Usage
label or the down arrow icon. Similarly, you can sort the Systems tab page based on any column available in
the table.

If you are an Admin user, then, you can override the default measure list in the Systems tab page by adding
more critical measures to the list or by removing one/more existing ones from the list. For this, do the
following:

» Click on the * icon provided near the Back button in Figure 9.7. In the Settings window that appears
(see Figure 9.6), select Systems from the Tabs flag.
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SETTINGS

Tabs (*) System Component Aggregate

Add/Delete Measures = Add Delete

Layer Test

Please choose a layer Please choose a test
Measure

Flease choose a measure
Does the Test hawve Descriptors 7

Display Mame

Figure 9.7: Adding a measure to the Systems tab page of the Zone dashboard

» To add more metrics to the Systems tab page, first, select the Add option from the Add/Delete Measures
flag.

> Next, select the layer for which you wish to add the test from the Layer drop down list. Now, select the
Test that reports the measure of your choice, pick the measure of your interest from the Measures list,
provide a Display name for the measure, and click the Add button to add the chosen measure to the
Systems tab page.

» If you want to delete one/more measures from this section, then, as soon as you choose the Delete
option from the Add/Delete Measures flag, the Test drop down list will be populated with all the existing
tests for which measures are displayed. Pick a Test and choose a Measure of your interest to delete from
the Systems tab page.

Note:

o Only a user who is assigned the Admin role is allowed to customize the zone dashboard by clicking
on the *icon.

o While displaying values for descriptor-based measures in the Systems tab page, the eG Enterprise
system does not display the actual values per descriptor. Instead, the solution computes theaverage
or the total sum of values across descriptors and displays it in the corresponding measure column.
For instance, for values reported as percentages, the solution computes the average value across
descriptors. On the other hand, if the value is reported as a GB or MB, then the total sum of all the
descriptor values of the component will be displayed against the component.
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9.2 The Components Tab Page

The Components tab page provides insights into the performance of the applications that are part of the chosen
zone. For each application that has been added to a zone, users can configure key application-level metrics
that are to be captured in real-time and displayed in the Components tab page. This way, users can ensure that
they receive a heads-up on common, yet critical operational issues encountered by an application that is part
of a zone, without having to go to the layer model page of that application for this purpose.
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Figure 9.8: The Components tab page of the Zone Dashboard

Since metrics are configured per application, the application level metrics displayed in this tab page will differ
based on the type of the component. A Type drop-down list as shown in Figure 9.8 will be populated with all the
component types associated with the chosen zone. You can pick the component type of interest to you from
the Type drop-down list to view the user-configured application level metrics of all zone components of that

type.
Note:
The Type drop down list will be sorted based on the current state of the zone components of each type.

By default, the components listed in the Components tab page will be sorted in the order of their state - starting
from the critical to the normal. If more that one component exists in the same state for the chosen component
type, then the components of that state will be sorted in alphabetical order. If need be, you can change the sort
order based on the application level metrics that are displayed against each component. For example, if you
wish to view the sort the Oracle Database server list in the Components tab page in the descending order of the
number of Table Space usage, just click on the Table Space usage label. Doing so, tags the Table Space usage
label with a down arrow icon — this icon indicates that the Components tab page is currently sorted in the
descending order of the table space usage of each zone component of type Oracle Database. To change the
sort order to ‘ascending’, all you need to do is just click again on the Table Space usage label or the down arrow
icon. Similarly, you can sort the Components tab page based on any column available in the table.

Clicking on a component here will lead you to the layer model page of that component, where the problem
layer, test, and measures are revealed.

On the other hand, if no metrics have been configured for the Type chosen, then a message to that effect will
appear.
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To modify the measure-list associated with a component type, do the following:

» Click on the ¥ icon provided near the Back button in Figure 9.8. In the Settings window that appears
(see Figure 9.8), select Components from the Tabs flag.

SETTINGS

Tabs System () Component Aggregate

Add/Delete Measures =) Add Delete

Component Type Layer

Citrix XenDesktop Director Application Processes
Test Measure

Processes CPU utilization
Does the Test have Descriptors 7 Yes

Display Name

CPU utilization

Figure 9.9: Selecting the Components flag from the Configuration Settings Window

» To add more metrics to the Components tab page, first, select the Add option from the Add/Delete
Measures flag. Then, pick the Component Type to which the addition applies.

> Next, select the layer for which you wish to add the test from the Layer drop down list. Then, select the
Test that reports the measure of your choice, pick the measure of interest from the Measures list, provide
a Display name for the measure, and click the Add button to add the chosen measure to the Components
tab page.

» If you want to delete one/more measures from this section, then, as soon as you choose the Delete
option from the Add/Delete Measures flag, the Test drop down list will be populated with all the existing
tests for which measures are displayed. Pick a test and choose a Measure of your interest to delete from
the Components tab page.

Note:

o Only a user who is assigned the Admin role is allowed to customize the zone dashboard by clicking on the
X icon.

o While displaying values for descriptor-based measures in the Components tab page, the eG Enterprise
system does not display the actual values per descriptor. Instead, the solution computes theaverage or the
total sum of values across descriptors and displays it in the corresponding measure column. For instance,
for values reported as percentages, the solution computes the average value across descriptors. On the
other hand, if the value is reported as a GB or MB, then the total sum of all the descriptor values of the
component will be displayed against the component.
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9.3 The Details Tab Page

The Details tab page, when clicked, provides a quick overview of the performance of a chosen zone.
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Figure 9.10: A Zone Dashboard

Just like the Monitor Dashboard, the Details tab page too comprises of four panels, each of which sheds light
on a critical performance aspect of the chosen zone. The Current Status panel displays the total number of
measurements that eG Enterprise has collected from the zone elements, and also indicates the percentage of
measurements that are in abnormal, unknown, and normal states. A count of currently unresolved issues at
the zone-level is also available here. This panel thus provides an overview of the health of the zone. Clicking
on any of the states here will take you to the Current Alarms window, where you can view all open alarms of the
corresponding priority.

A zone can contain a wide variety of infrastructure elements starting with independent components to
segments, services, and even other zones. The Infrastructure Health section of Figure 9.10 therefore,
graphically represents the different categories of infrastructure elements that a zone contains, and how well
each category is currently performing. The Sub Zones bar graph for instance indicates the number of zones
that have been added to the zone being monitored, and the current state of these subzones. You can zoom
into individual subzone performance, by clicking on a division in the bar graph; the subzones which are in that
particular state will then appear.

Clicking on the Sub Zones link in the Infrastructure Health section also invokes the ZONE LIST page, but in this
case, the page displays all sub-zones that are part of the parent zone, regardless of state.

Either way, by default, the ZONE LIST page that appears displays the following sub-zones: direct sub-zones of
the original zone, and zones (if any) that are included in the direct sub-zones. For instance, assume that 3
zones - zone A, zone B, and zone C - have been configured. While zone B has been directly assigned to zone
A, zone C has been added to zone B. Now, while viewing the dashboard of zone A, if say, the Sub Zones link
in the Infrastructure Health section is clicked, then the resulting ZONE LIST page will list the following by default:
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» zone B which is the direct sub-zone of zone A;
» zone C which is added to zone B

In the same way, the Components bar graph represents the number and state of the components that are part
of the zone. Clicking on a division in the Components bar lists the components in that particular state. Instead,
if you click on the Components label in the Infrastructure Health section, you can view the complete list of
components associated with the chosen zone, regardless of state.

SERVERS

State Nick Name Type Search Types

All States - All Types - Show All Components m

COMPONENTS IN ALL STATES

COMPONENT TYPE AVAILAELE COMPONENTS

E € 11701492 ) citrix_xenapp_180:1494
-

E )

Citrix XenApp

Figure 9.11: A page displaying the zone components in a CRITICAL state

Likewise, the Services and Segments bars in the Infrastructure Health section indicate the number and state of
services and segments (if any) that are part of the said zone. While clicking on any division in the Services
graph provides you with a list of services in that particular state, segments of a specific state will be displayed
when you click on the corresponding division in the Segments graph. Altemnatively, you can click on the
Services or Segments label (as the case may be) to view all the segments/services (as the case may be)
included in the zone, regardless of their state.

If the Measures At-A-Glance section is enabled by Clicking on the & icon available in the Admin tab. Then,
select the Monitor option in the Settings tile in the eG administrative interface, and if measures have been
configured to be displayed in this section, then the Details tab page will display a Measures At-A-Glance section.
The Measures At-A-Glance section (not shown in Figure 9.11) provides the min/max values of critical
performance data collected in real-time from the zone being monitored. A quick look at this panel will instantly
reveal significant deviations in zone performance. Click on any of the measures in this section to view the
layer model, tests, and measurements pertaining to the corresponding component.

Alongside the Measures At-A-Glance tab is an Event Analysis tab, that primarily lists the top-5 layers at the zone-
level, which were most affected by performance issues. Corresponding to every layer name in this section
(see Figure 9.11), you will see the number of alarms that are currently open for that layer, the average duration
of the open alarms, and the maximum duration for which an alarm had remained open. If you have a dedicated
troubleshooting cell for the zone, then this information will serve as an effective indicator of the efficiency of
the cell in resolving performance issues pertaining to the zone. To view the complete history of alarms in the
environment, click on the Click here for more events >> link.

Besides a layer-wise event analysis, this section also enables a component-wise review of events that
occurred during the last hour (by default). By choosing a different duration from the Components with most
events in the last list, you can view the zone components that experienced performance degradations during
the chosen duration, and the number of problem events each such component encountered. This sheds light
on the most problem-prone components in the zone. Clicking on a component or component-type in this
section, will lead you to the layer model of the corresponding component, revealing the current status of the
component layers.
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The Components At-a-Glance section comprises of a bar graph depicting the number of components of each
type that available in the monitored zone, and their respective states. Clicking on a bar will take you to a page
that lists the individual components of the corresponding type and state. To view the complete list of zone
components of a particular type, just click on the corresponding component-type in the Components At-A-
Glance section.

Note:

By default, in the Components At-A-Glance section, the component-types are sorted in the descending order of
the total number of monitored components of every type - in other words, in the descending order of the values
in the Count column of the section. To change the sort order - i.e., to sort the component-types in the
ascending order of the contents of the Count column - simply click on the down-arrow icon next to Count. To
sort by a different column, say, the Server Type column, simply click on the corresponding column heading.
This will instantly sort the contents in the alphabetical order of the names of the displayed server types. You
can even override the default sort order, so that the component-types are by default arranged in the
alphabetical order of their names, and not on the basis of the Count. To achieve this, first switch to the eG
administrative interface, and then Click on the B icon available in the Admin tab. Then, select the Monitor
option in the Settings tile. In the OTHER DISPLAY SETTINGS section of the MONITOR SETTINGS page, set the
Sort components in dashboards flag to By component types. This ensures that the contents of the
Components At-a-Glance section are by default sorted in the ascending order of the component-types.
Accordingly, the down-arrow icon, by default, appears next to the column heading, Server Type.
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Dashboards

10.1 The System Dashboard

The System Dashboard of an application allows you to focus on the performance of the operating system on
which that particular application runs - i.e., the Operating System layer of an application. While viewing the
layer model of an application using the Layer Model tab page, you can, if you so want, instantly switch to its

10

System Dashboard for in-depth insights into system performance; for this, click on the System tab page.

Figure 10.1 depicts a sample System Dashboard of a Java Application server.
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Using the System Dashboard, administrators can determine the following:

Figure 10.1: The System Dashboard of a Java Application
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« The current status of the application host;

« The problems that the host is currently facing, and the type and number of problems it encountered during the
last 24 hours;

« The current system configuration (if the eG license enables the Configuration Management capability);
« The current state of the critical parameters related to system performance;
« How some of the sensitive performance parameters have performed during the last 1 hour (by default);

« The resource-hungry processors supported by the host, and the disk partitions on the host that are currently
experiencing a space crunch.

By default, the System Dashboard provides an overview of system performance. Accordingly, the Overview
option is chosen by default from the Subsystem list of Figure 10.1. Instead of an Overview, if you prefer to
receive an inside view of system performance - i.e., if you wish to investigate how effectively / otherwise the
system in question has been using each of its resources or would prefer to focus on the uptime of the host,
you can pick a different option from Subsystem. The sections below discuss each of these options in great
detail.

10.1.1 Overview

In the Overview mode, the System Dashboard reveals the following:

1. The Current System Alerts section indicates the number of unresolved issues at the host-level, and also
reveals how these issues have been distributed based on priority - i.e., the number of current issues of
each priority. By clicking on an alarm priority, you can view the details of current alarms of that priority (see
Figure 10.2). This way, you not only determine how problem-prone your operating system is, but also
figure out the number and type of current problems at the system-level.
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Figure 10.2: Figure 10.2: The details of current alarms raised at the system-level

Component Type Component Name Service(s) Test Description Start Time Duration
115 Web winZzks_64bit_iis_9.56 iis_octi_Z..  Memory Detalls Few memory copy read hits Oct06, 2014 11:37 Current |
1IS Web winZk8_64bit_iis_9.56 iis_oct1_2Z Disk Space High disk space usage [C} Oct 06, 2014 11:18 Current (X4

Figure 10.3: Figure 10.3: The details of problems of a particular priority

2. If too many alarms are displayed in Figure 10.2, you can use the Search text boxes placed at the end of this
alarm window to perform quick searches based on the Description, Layer, and StartTime columns to locate
the specific alarm(s) of interest to you. For instance, to look for an alarm with a specific description,
specify the whole/part of this description in the text box below the Description column in Figure 10.3. Doing
so will automatically display the details of only that alarm containing the specified description.

3. If you click on any alarm in Figure 10.3, an Alarm Details section will be introduced in the Alarms window
itself, providing additional details of the alarm clicked on. These details include the Site affected by the
problem for which the alarm was raised, the test that reported the problem, and the Last Measure value of
the problem measure.
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Figure 10.4: Figure 10.4: Additional alarm details

4. Tofigure out the type of problems that occurred the maximum on the system during the last 1 hour, refer to
the History of Events section in Figure 10.4. This section provides a bar graph that reveals the number of
problems of each priority that the application host experienced during the last 1 hour. Clicking on a bar will
lead you to the HISTORY OF ALARMS page (see Figure 10.4) that displays the complete list of problem
events that occurred at the system-level in the last 1 hour. This information provides administrators with
quick and effective insights into recurring problems, and enables them to deduce problem pattemns.
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1S Web winZk8_64bit_iis_9.56 iis_octl_2...  DiskSpace High disk space usage {C} Oct 06, 2014 11:18 Current Sa

Figure 10.5: Figure 10.5: History of alarms in the last 24 hours

5. Once back in the dashboard, you will find an At-A-Glance tab page that enables you to determine, at a
glance, the current state of the system. This tab page begins with a Current OS Health section, which
provides a pie chart revealing how problem-prone the system currently is - in other words, it indicates the
service level that has been achieved by the system currently. Clicking on a slice will lead you to the EVENT
HISTORY page again (see Figure 10.4).
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Figure 10.6: Figure 10.6: The At-A-Glance tab page

6. This pie chart will be followed by a series of pre-configured host-level measures and their current values,
with the help of which unhealthy metrics can be instantly detected and impact analysis easily performed.
While measures that report percentage values are typically represented using a dial chart, other measures
are reported using digital displays. Since all these values are rounded-off to two decimal places (by
default), you are advised to move your mouse pointer over these “approximations”, so that the “actuals”
can be viewed as a tool tip.

Note:

If you have configured one/more measures of a descriptor-based test to be displayed as a dial chart, then,
in real-time, the descriptor that is in an abnormal state or is currently reporting the maximum value for that
measure will be represented in the dial chart. You can view the dial charts pertaining to the other
descriptors, by clicking on the More button that appears alongside a dial chart in the dashboard.

7. Also, to enable administrators to instantly and accurately detect deviations from the norm, the dial charts,
by default, indicate the threshold settings of a measure along with the real-time values reported by that
measure. If multi-level thresholds are set for a measure, then each such threshold will be indicated using
the conventional color-codes (Red for Critical, Orange for Major, and yellow for Minor) used across the eG
monitoring and reporting consoles. By default, the dial charts display the Maximum thresholds alone. If a
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10.

measure is associated with Minimum thresholds only, then the dial chart will display the minimum
thresholds settings instead. Thanks to the threshold representations in the dial charts, administrators can
easily identify when and what type of thresholds were violated.

Let us now return to the dashboard. If you click on any dial/digital graph in the dashboard, you will be
directly lead to the layer model page, where the exact layer-test-measure combination that corresponds to
the dial/digital graph will be displayed.
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Figure 10.7: Figure 10.7: The layer model, test, and measure that appear when a dial graph is clicked on

Now that we are done exploring the dial and digital graphs, let us proceed to focus on the other sections of
the dashboard. A quick look at the current System Configuration in Figure 10.5 helps determine whether a
change in system configuration can make the host less vulnerable to performance issues. Note that the
System Configuration will appear only if your eG license allows Configuration Management; if not, then this
section will display a bar chart indicating the current status of the Operating System layer of the host, in
terms of the percentage of time the host has been in normal/critical/major/minor/unknown states.

Let us now focus on the dashboard again. A list of critical system-related measures and their current state
is provided under the head Key Performance Indicators in the dashboard, so that administrators can swiftly
determine if the eG agent has detected any abnormalities with any of the factors that significantly
influence system performance. This way, remedial measures can be immediately initiated. Clicking on a
measure here will lead you the Layer Model tab page displaying the monitoring model of the target
application, and the value reported by the measure that was clicked on (see Figure 10.6).

141



DASHBOARDS

System | Newwork Component | IIS Web:winZk8_54bit_iis_3.56:30 - % [« Back

@ win2k8_64bit_iis_9.56:80 Last Measurement Time : Oct 06, 2014 12:06:24
Disk Space - € i|&

 Total capacity (MB) 254989961 | 4

+/ Used space (M8) 24780.4297 | 45

 Free space (ME) 7185664 (SRS

- . Percent usage (%) 97.182 | €5

@ Application Processes Z 62 2
 Drive availability (%) 100 | 4

Q T

° Nerwork

~ () Disk Space Y
c
]
Memory Details
~ @ Disk Activity
« Disk0 C: D:
° Domain Time Sync
@ Handies Usage
@ Memory Usage
0 QS Details
~ @ Page Files

Figure 10.8: Figure 10.8: The layer model tab page that appears when a key performance indicator is clicked

11. Moreover, corresponding to each of the core measures displayed in the Key Performance Indicators section,
a miniature graph will be available, which provides a quick look at the variations in that measure during the
last 1 hour (by default). By observing these variations more closely and clearly - say, for even longer time
periods - you can rapidly detect disturbing performance trends and proactively isolate potential problems.
To achieve this, click on the miniature graph to expand it. Figure 10.7 then appears, displaying a zoomed
out graph. Using Figure 10.10, you can alter the Timeline of the graph, and also change the default
dimension of the graph from 3D to 2D. In addition, if the time-of-day values reported by multiple descriptors
are plotted in the graph, you can choose to focus on the historical performance of the best/worst
descriptors alone by picking a TOP-N or LAST-N option from the Show list that appears in the expanded
graph (not shown in Figure 10.7). For instance, if the graph tracks the usage of all the disk partitions on the
host over time, then, you can pick the TOP-3 option from the Show list to make sure that the graph plots the
historical values of only those 3 disk partitions, which are being used the maximum.
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12.

13.

14.
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Figure 10.9: Figure 10.9: The expanded graph that appears upon clicking the miniature graph in the Key
Performance Indicators section

Beneath the Key Performance Indicators section, you will find a CPU Usage Summary; from this summary, you
can quickly understand how well all the processors supported by the system are currently utilizing the
host’'s CPU resources, and also accurately identify those processors that are eroding these critical
resources.

Similarly, the Disk Usage Summary will reveal the current capacity and usage of each of the disk partitions
on the host, so that you can swiftly isolate disk partitions that are running out of space.

Thus, with the help of tabulated usage statistics, the At-A-Glance tab page tumns the spot light on resource-
intensive processors and disk partitions on the host. Alternatively, if you prefer an interface that provides a
graphical comparison of resource usage across processors and disk partitions (as the case may be),
combined with quick insights into the root-cause of usage excesses (if any), then, you can switch to the
Details tab page instead. For this purpose, click on the Details tab page in Figure 10.9. Figure 10.10 will then
appear.
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Figure 10.10: Figure 10.10: The Details tab page of the Overview subsystem

15. As you can see, Figure 10.10 provides a set of pre-defined bar charts, each of which focuses on the
current usage of a key resource (disk/CPU/memory). Using these default graphs, you can easily and
accurately determine the following:

« Which processor is currently utilizing the maximum CPU resources? Which process currently
executing on the host is causing this resource-drain?

« Which disk partitions are left with limited free space?

« Which disk partitions are the busiest in terms of the rate of I/O requests they handle? Which
processes currently executing on the host are causing high disk 1/0?

« Which processes on the host are consuming memory excessively?

16. These bar charts, in fact, can also be configured to aid effective postmortem analysis of resource usage. For
instance, you can use one of these bar charts to find out which process caused the memory usage on the
host to increase during a time period in the past. For this purpose, click on the corresponding bar chart in
Figure 10.11. The graph will then zoom out as depicted by Figure 10.11.
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Processor_1 33.75

Figure 10.11: Figure 10.11: An enlarged bar chart in the Details tab page
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Figure 10.12: Figure 10.12: The Top-N graph for a past period

17. By default, the resulting graph will display the top-10 processes that executed on the host during the
specified Timeline, in the descending order of memory usage. Accordingly, the TOP-10 option is chosen by
default from the Show list. To view only a limited number of processes in the graph, pick a different TOP-N
or LAST-N option from the Show list.

18. This way, with the help of the bar charts, you can quickly get to the source of any resource contention at
the host. However, to engage in an elaborate historical analysis of the behavior of the host-level measures
and isolate probable problems, the measure/summary/trend graphs offered by the History tab page will be
more useful. To switch to this tab page, click on History in Figure 10.13. Figure 10.14 will then appear.

145



DASHBOARDS

19.

20.
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Figure 10.13: Figure 10.13: The History tab page of the Overview subsystem

By default, the History tab page provides measure graphs for each of the key host-level measures, using
which you can efficiently track the changes in the performance of the measures during the last 24 hours
(by default). These graphs help determine when a measure, which is currently in an abnormal state, began
exhibiting performance inconsistencies.

Some measure graphs in the History tab page may plot values for multiple descriptors; such graphs will
appear very cluttered, making analysis a nightmare! To view such measure graphs clearly, you will have to
first enlarge the graph by clicking on it. The graph will then zoom out as depicted by Figure 10.14.
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21.

22.

23.

24.
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Figure 10.14: Figure 10.14: Expanding a measure graph in the History tab page

If need be, you can change the Timeline of the enlarged graph, choose to view only a few of the descriptors
in the graph by picking a TOP-N or LAST-N option from the Show list.

You can change the graph timeline by clicking on the Timeline link in Figure 10.15. You can even expand
the graph by clicking on it, and then alter its Timeline.

In addition to the timeline and dimension, the enlarged summary graph also allows you to change its
Duration. By default, the Duration is set to Hourly, indicating that the summary graphs plot only the hourly
summaries by default. If required, you can change the Duration of the summary graph in the enlarged mode
so that, you can perform daily or monthly summary analysis.

Similarly, to observe and understand the past trends in the performance of the host and to predict future
measure behavior, click on the =1 icon at the right, top corner of the History tab page. Figure 10.16 will
appear revealing trend graphs for the host-level metrics. By default, these graphs plot the maximum and
minimum values registered by a measure during the default period of 1 day.
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Figure 10.15: Figure 10.15: Trend graphs in the History tab page

25. If need be, you can change the graph timeline by clicking on the Timeline link in Figure 10.15. You can even
expand the graph by clicking on it.

26. Doing so will invoke Figure 10.16, where you can view the enlarged graph. By default, only hourly trend
values are plotted in a trend graph. If need be, you can change the Duration of the trend graph in the
enlarged mode, so that you can perform daily or monthly trend analysis. Likewise, you can change the
graph Timeline using Figure 10.16.
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Figure 10.16: Figure 10.16: Changing the Duration of the trend graph
27. Also, by default, the trend graph displays the AVG, MAX and MIN value below the graph.
Note:
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In case of descriptor-based tests, the Summary and Trend graphs displayed in the History tab page typically
plot the values for a single descriptor alone. To view the graph for another descriptor, pick a descriptor from
the drop-down list made available above the corresponding summary/trend graph. For instance, in Figure
10.18 above, note that the trend graph for CPU utilization plots the CPU usage trends of Processor_1 only. If
you want to view the CPU usage trend graph for Processor_0 instead, pick the Processor_0 option from the

drop-down list adjacent to the graph title, CPU utilization (%).
28.

29.
measures.

10.1.2 CPU

At any point in time, you can switch to the measure graphs by clicking on the = button.

Typically, the History tab page displays measure, summary, and trend graphs for a default set of

You can also use the System dashboard to instantly identify CPU bottlenecks and the processes responsible
for the same. For this, select the CPU option from the Subsystem list. Figure 10.17 will then appear.
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Figure 10.17: The System Dashboard for the CPU subsystem
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1.

The first section of the dashboard helps determine whether/not the host is currently facing any CPU-
related issues - dial charts and digital number displays provided by this section enables administrators to
figure out whether or not all the key CPU health indicators are currently operating well-within their
thresholds limit. The dial charts do not indicate the threshold settings for measures by default.

Let us now return to the CPU dashboard. If you click on a dial chart or a digital graph in the CPU dashboard,
Figure 10.18 will appear displaying the exact measure that is represented by the dial/digital chart, and the
layer and test to which that measure is mapped.

System | Network & Virtual Component | Hyper-V VDl:hyper_2008 ~ x|« Back

2 hyper_2008 Last Measurement Time : Oct 08, 2014 18:04:08

@ Hyper-V Logins 1%
© Ourside View of VMs lsh Q gV  Current sessions (Number} o | 4
@ Hyper-V Logins  New logins (Number) 0 | €
@ Hyper-v VM Heartbeat Status  Percentage of new logins (%) 0 | £
+ Sessions legging out (Number) 1] | 45

@ Tcp >
@ Newwork >
0 Operating System >

Figure 10.18: Clicking on a dial chart/digital chart to view the corresponding layer model, test, and measure

Below the dial and digital charts, you will find the Comparison tab page, which provides a default set of bar
charts comparing the current CPU usage of the processors supported by the host and the processes
executing on the host. Using these default bar graphs, you can accurately identify those processors that
are excessively utilizing the CPU resources of the host, and those processes that are responsible for this
CPU erosion.

Clicking on any of the bar charts in the Comparison tab page will expand the chart; for instance, to clearly
view the top CPU consuming processes on the host, you can enlarge the Top CPU Consuming Processes
bar chart as depicted by Figure 10.19 below.
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Figure 10.19: Expanding a Top-N bar chartin the Comparison tab page of the CPU subsystem dashboard

5. By default, the enlarged bar graph in Figure 10.20 displays TOP-10 the processes currently executing on
the host and the percentage CPU utilized by each. If need be, you can customize the enlarged bar graph,
so that it displays only a few processes - say, only the top-5 processes in terms of CPU usage. For this,
simply select the TOP-5 option from the Show list in Figure 10.21.

Moreover, besides the current CPU usage, you can also compare the historical CPU usage of processes

by clicking on the Compare History link in Figure 10.22. Doing so will allow you to alter the Timeline of the
bar graph, and enable you to zero-in on that process that was devouring the CPU resources on the host
during a particular time period in the past.

m Network | Lavers

syncd 60

Component  AlX.aix_10.44

Current Top CPU Consuming Processes (%)

£ | |+ Back
Q| ¥~

syncd 60 : 0.2500

Figure 10.20: Comparing the historical CPU usage of processes
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7. You can also click on the “ icon in Figure 10.20 to invoke the DETAILED DIAGNOSIS page. Since this page
provides the PROCESS ID of the top CPU consumers on the host, it enables you to easily locate the CPU-
intensive processes and initiate remedial measures.

DAelLRVELGITEE Measure Graph | Summary Graph | Trend Graph | Fix History | Fix Feedback |3 E @ B

Component  Measured By  Test Measurement Timeline

aix_10.44 aix_10.44 System Details | CPU utilization v Latest v m

Lists the top 10 CPU consuming processes

PID HUTIL ARCS USER

Oct 06, 2014 13:44:09

1310904 0.25 fusrfsbinjsyncd root
B0

Figure 10.21: The detailed diagnosis of the top CPU-consuming processes

8. In addition to these bar charts, this tab page also provides you with a CPU Usage Summary by Top Processes
table. While the charts focus on current CPU usage by default, the table reveals the top CPU consumers
on the host during the last 1 hour (by default). Besides, the table also indicates how high and how low the
CPU usage of each process has scaled during the same hour. This way, you can understand whether the
high CPU usage of a process was just a sudden spike or a consistent phenomenon.

9. Besides the above, the tab page also embeds a CPU Usage History by Top Processes chart. This chart
graphically compares the CPU usage of the processes that were executing on the host during the last 1
hour (by default), and enables the quick and easy identification of the process that is the top CPU
consumer. Clicking on this chart enlarges it enabling you to perform the comparative analysis more
effectively.
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Figure 10.22: The CPU utilization graph enlarged

10. You can alter the Timeline of the comparison, change its dimension, and even invoke the detailed diagnosis
page (see Figure 10.24) to determine the Process ID of the leading CPU consumer.

11. To shift your focus from current performance to historical performance, click on the History tab page.
Figure 10.25 will then appear.
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Figure 10.23: The History tab page of the CPU dashboard

12. By default, the History tab page displays time-of-day measure graphs revealing how the host has been
using the CPU resources of the host over the last 24 hours. Using these graphs, you can effortlessly figure
out when exactly a CPU contention (if any) crept into the host. If required, you can click on the Timeline
link in Figure 10.26 to go further back in time and analyze the CPU usage.
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13. Back in the dashboard, you can enlarge a graph in the History tab page by clicking on that graph.
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Figure 10.24: An enlarged CPU usage measure graph

14. Here again, you can modify the graph Timeline, or change its dimension from 3D to 2D. In case of graphs
that plot values for multiple descriptors, you can selectively compare the CPU usage of a few descriptors
alone by selecting a TOP-N or LAST-N option from the Show list.

15. By clicking on the & icon in the History tab page you can convert the measure graphs into summary
graphs; these summary graphs, by default, reveal the percentage of time in the last 24 hours during which
the CPU usage of the host has remained optimal. Besides indicating whether the overall CPU usage of the
host has been within the acceptable limits, it also indicates how often during a day these usage levels
have been compromised. You can click on a summary graph to enlarge it; furthermore, you can change the
Timeline of the graph in the enlarged mode.
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16. You can even expand the summary graph by clicking on it, and then alter its Timeline.

Figure 10.25: Summary graphs on CPU usage displayed in the History tab page of the CPU dashboard

17. Similarly, you can click on the =% icon in the History tab page to view trend graphs revealing the maximum
and minimum CPU used by the host during the last 24 hours (by default). This enables you to better
analyze the past trends in CPU usage, and foresee the future trends.

|m Network | Lavers

150

100

10

Subsystem CPU ™

Comparison

CPU utilization (%)

|

= o o = N wn © -
= 2 = = = = = e
- o - o o o o s}
3 3 =1 a =] =] =] o

W Min W Max

Run queue length (Number)

=

0t 13,00
0ct 1303
Oct 13,06
Oct 13,09
ocl3l2

Oct 13,15

Oct 13,18

Oct 13,21

)

=

|

=

2000

1000

Type | Windows ~

System CPU utilization (%)

i

Oct 13,00
Dot 13,03
0t 13,06
oct 13,00
oo l3l2
Oct 13,15
Oct 13,18
Oct 13,21

W Min W Max

Free space (MB)

Oct 13,00
Oct 13,03
Oct 13,06
013,09
Oct 13,12
Oct 13,15
Oct 13,18
Oct 13,21

Name | Balerion

Blocked processes (Number)

[

4 Back

& A

Oct 13,00

013,03

Ot 13,06

Ot 13,09

| Min

ol3l2

W Max

Oct 13,15

Oct 13,18

Ort 13,21

Figure 10.26: The Trend graphs on CPU usage displayed in the History tab page of the CPU dashboard

18. You can even expand the trend graph by clicking on it, and then alter its Timeline. By default, the trend
graph plots the minimum and maximum values of a measure during the given timeline. In the enlarged

155




DASHBOARDS

mode, you can change the Graph type so that the average values or sum of trend values are plotted in the
trend graphs instead.

Note:

In case of descriptor-based tests, the Summary and Trend graphs displayed in the History tab page typically
plot the values for a single descriptor alone. To view the graph for another descriptor, pick a descriptor from
the drop-down list made available above the corresponding summary/trend graph.

19. Atany point in time, you can switch to the measure graphs by clicking on the = button.

10.1.3 Disk

To take a closer look at how a host uses the disk space available to it, and to promptly detect probable usage
excesses, select the Disk option from the Subsystem list. Figure 10.27 will then appear.
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Figure 10.27: The dashboard of the Disk Subsystem

This dashboard provides the following:

1.

A quick look at the pie charts displayed in the Disk Usage Summary section, can provide you with a clear
idea of how well each disk partition on the host is being used currently; the partition that is currently
running out of space can be swiftly identified from this section.

In addition to the above, the Comparison tab page of Figure 10.27 provides a default collection of bar
charts. These default charts not only enable you to compare space usage across disk partitions, but also
help you evaluate the level of activity on each disk. This way, you can accurately isolate those disks that
are currently experiencing a space crunch and also those that are very busy processing requests. If these
bar charts reveal that a particular disk is currently experiencing high 1/0 activity, you can use the Top
Processes by 1/0 activity bar chart to zero-in on the process on the host that is responsible for generating this
1/0.

156



DASHBOARDS

3. Toview a bar chart in the Comparison tab page more clearly, click on it; this enlarges the chart as depicted
by Figure 10.28 below.
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Figure 10.28: The expanded bar chart comparing the disk I/O activity generated by processes on the host

4. By default, the comparison bar charts compare the current disk usage or I/O. If need be, you can alter the
timeline of a bar chart, so as to compare the status of disks at some point of time in the past. This enables
you to investigate past problems better.

5. If your expanded bar chart appears cluttered owing to a large number of disk partitions/processes, you can
easily filter out the ‘not-very-important’ disk partitions / processes from the chart. Besides enhancing the
readability of your bar charts, this enables you to focus on selected descriptors alone. For instance, in the
bar chart, you can choose to view only the top-5 processes on the basis of the level of disk 1/0 activity. To
achieve this, simply select the TOP-5 option from the Show list (see Figure 10.29).
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Figure 10.29: Configuring the expanded bar chart to display the top-5 processes with the highest I/O activity

6. Besides, to view more details about the I/O-intensive processes on the host, you can simply invoke the
detailed diagnosis page from the enlarged Top Processes by 1/O activity bar chart.

7. After analyzing current disk performance thoroughly, if you want to engage in an in-depth analysis of the
historical disk usage metrics, switch to the History tab page by clicking on it.
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Figure 10.30: The History tab page of the Disk dashboard

8. By default, the History tab page provides measure graphs revealing the time-of-day variations in disk usage
and disk 1/0O during the last 24 hours (by default). By carefully studying these measure graphs, you can
accurately identify which disk experienced excessive usage / high I/O at what time during the last hour.

9. Like the bar charts, these measure graphs also enlarge when clicked (see Figure 10.30).
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Figure 10.31: An enlarged measure graph in the History tab page of the Disk Dashboard

10. Here again, the graph Timeline can be altered. Moreover, you can reduce the number of disk partitions for
which usage values are plotted in a single graph, by picking a top-n or last-n option from the Show list.

11. To assess the overall health of the disk partitions and to perform efficient service level audits on disk
usage, you can convert the measure graphs into summary graphs, on-the-fly. For this purpose, click on the
& icon at the right, top corner of Figure 10.31. 10.1.3 will then appear displaying summary graphs for a pre-
configured list of measures.
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Figure 10.32: Summary graphs of disk usage

12. You can even expand the summary graph by clicking on it, and then alter its Timeline and its dimension (2D
13D).
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13.

14.

15.

Similarly, to analyze past trends in disk usage and accordingly plan the future disk capacity of the host,
you can view the historical trend graphs in the History tab page, instead of the measure/summary graphs.
For this, click on the =1 icon.

You can even expand the trend graph by clicking on it, and then alter its Timeline. By default, the trend
graph plots the minimum and maximum values of a measure during the given timeline. In the enlarged
mode, you can view the Graph type so that the average values or sum of trend values are plotted in the
trend graphs instead.

Note:

In case of descriptor-based tests, the Summary and Trend graphs displayed in the History tab page typically
plot the values for a single descriptor alone. To view the graph for another descriptor, pick a descriptor from
the drop-down list made available above the corresponding summary/trend graph.

At any point in time, you can switch to the measure graphs by clicking on the £ button.

10.1.4 Memory

Apart from CPU and disk usage, you can pick the Memory option from the Subsystem list to determine how the
system has been using its memory resources. Figure 10.33 will then appear.

E Network | Lavers Component | 115 Web:winZk8_64bit_iis_3.56:80 A 2% | | #Back
Top Memory usage processes - Data view - 1 hour
PROCESS MIN (%) BLAX (%) AVG (%)
is 20.28 3048 2538
coldfusion 3 9.68 6.34
Java 5.63 563 5.63
Trustedinstaller 3.74 374 374
svchost 35 352 351
Explorer 133 3.08 221
wmiprvse 2.04 271 235
powershell 2.38 2.38 238
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Figure 10.33: Figure 10.33: The System Dashboard for the Memory subsystem

Since the dial charts and digital number displays in Figure 10.34 report the current state of a default set of
memory usage-related metrics, continuous review of these metrics can provide you with a heads-up on
any usage irregularities that may have surfaced recently.
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Figure 10.34: Figure 10.34: The enlarged memory usage graph

2. While a comparative analysis of current/1-hour performance can reveal a memory contention that occurred
recently, deeper historical analysis is necessary for deducing usage trends and problem patterns. To
perform this historical analysis, use the History tab page. This tab page displays a number of graphs,

plotted for a default period of 24 hours, that reveal the time-of-day variations in the memory usage of the
host.
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Figure 10.35: Figure 10.35: The History tab page of the Memory subsystem

3. Instead of changing the default timeline, you can change the timeline of the measure graphs on-the-fly too
by clicking on the Timeline link in Figure 10.35, and can even enlarge a graph by simply clicking on it. The
enlarged graph will appear as depicted by Figure 10.36.
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Figure 10.36: Figure 10.36: An enlarged Memory usage measure graph
4. Here again, you can modify the Timeline of the graph.

5. If required, you can configure the History tab page to display Summary graphs instead of the measure
graphs. To achieve this, click on the & icon at the right, top corner of the History tab page of Figure 10.37.
Figure 10.38 will then appear revealing summary graphs for the critical memory usage measures. From
these graphs, you can easily determine the percentage of time (during the last day by default) the system
has experienced memory-related issues. Besides indicating how memory-efficient the system was during
the default period, these graphs also enable you to guage the efficiency of the administrative staff in
resolving issues that might have surfaced.
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Figure 10.37: Figure 10.37: The History tab page displaying Summary graphs on memory usage
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6. You can even expand the summary graph by clicking on it, and then alter its Timeline and its dimension (2D

13D).

7. Similarly, with a mere click of a button, you can have the History tab page display trend graphs instead of

summary/measure graphs. For this, just click on the =1 icon at the right, top corner of Figure 10.39.
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Figure 10.38: Figure 10.38: The History tab page displaying trend graphs on memory usage

8. You can even expand the trend graph by clicking on it, and then alter its Timeline. By default, the trend
graph plots the minimum and maximum values of a measure during the given timeline. In the enlarged

mode, you can change the Graph type so that the average values or sum of trend values are plotted in the
trend graphs instead.

Note:

In case of descriptor-based tests, the Summary and Trend graphs displayed in the History tab page typically
plot the values for a single descriptor alone. To view the graph for another descriptor, pick a descriptor from
the drop-down list made available above the corresponding summary/trend graph.

9. Atany point in time, you can switch to the measure graphs by clicking on the

10.1.5 Uptime

button.

To view the uptime details of the system, you can select the Uptime option from the Subsystem list. Figure
10.39 then appears.
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Figure 10.39: The System Uptime Dashboard

This dashboard reveals the following:

1.

The first section of the dashboard reveals the total time for which the system has been up and running
since it was last rebooted. The Uptime/DownTime Summary section provides a quick summary of the
availability of the system during the last 24 hours (by default) - the details include: the total duration for
which the system has been up and running in the last 24 hours, the percentage uptime, the total duration
(in the last 24 hours) for which the system was down, the percentage of downtime, and number of reboots
during the last 24 hours. Using these details, you can determine whether the agreed uptime levels for the
system were met or not, and if not, how much is the system falling short of its desired performance levels.

You can also infer whether the system experienced any reboots during the last 24 hours (by default). To
know more about each reboot, refer to the Reboot Summary section. For every reboot that occurred in the
last 24 hours (by default), this section reveals when the system was shutdown, when the reboot occurred,
and how long did the system remain down until it was rebooted. This clearly indicates the frequency of the
reboots, and helps determine whether such reboots were scheduled or unexpected.

This will be followed by a default set of graphs indicating how long during the last 24 hours (by default) the
system has been up, and whether the reboots scheduled for the system have occurred during the last hour or
not.

To view the measure graphs clearly, click on a graph of interest to you to enlarge it (see Figure 10.40); you
can alter the Timeline in the enlarged graph. Using these graphs, breaks in the availability of the system
and failure of reboot schedules can be accurately identified and investigated.
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Figure 10.40: The enlarged Uptime graph

5. Click onthe & icon at the right, top corner of the History section to view summary graphs using which you
can effectively perform service level audits on a host, based on the duration of their availability. Determine
the percentage of time for which the host was operational during the last day (by default), and also be
notified of reboots that might have occurred on the host during the default timeline. If required, you can
click on the Timeline link to alter the graph timeline.
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Figure 10.41: The Summary graphs in the System Uptime Dashboard
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6. Clicking on the =1 icon in the History section will display trend graphs on system uptime; these trends
reveal when during the last 24 hours (by default) uptime was the lowest, and when reboots failed (see
Figure 10.42). If required, you can click on the graph to expand it and alter its Timeline.
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Figure 10.42: The System Uptime Dashboard with Trend graphs

7. You can even expand the trend graph by clicking on it, and then alter its Timeline. By default, the trend
graph plots the minimum and maximum values of a measure during the given timeline. In the enlarged

mode, you can change the Graph type so that the average values or sum of trend values are plotted in the
trend graphs instead.

8. Atany point in time, you can switch to the measure graphs by clicking on the “= button.

10.2 The Network Dashboard

Clicking on the Network tab page in Figure 10.43 will reveal the Network Dashboard, which allows you to zoom
into the performance and problems pertaining to the Network layer and related layers of a target
application/device. Using this dashboard, you can:

> Determine whether/not the application/device currently experiences / has in the past experienced network-
related issues;

» Accurately identify the network parameters that are currently failing;
» Understand the current network configuration;

> Analyze network performance over time, study the trends in network connectivity and usage, and accurately
deduce problem/performance patterns.

» Identify persistent problems with network health and the network-related layers responsible for the same;

The contents of the Network Dashboard and the subsystems it offers for analysis could slightly vary depending
upon whether the target is an application or a network device. While the Network Dashboard of a
host/application enables you to focus on both the network and TCP connections handled by the target, the
same for a network device sheds light on the network connectivity of the device and the traffic handled by the
network interfaces supported by the device. Accordingly, the Network Dashboard of an application/host offers
Network and Tcp as its Subsystems, and that of a network device offers Network and Networkinterfaces as its
Subsystems. If the target application is a Windows-based one, then the Subsystems list will include an
additional Windowslnterfaces option, which provides the performance information related to the traffic handled
and bandwidth used by the network interfaces supported by the system.
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The Network Dashboard of Hyper-V servers on the other hand, will additionally support a Hyper-V Switches and
a Hyper-V Network Adapters sub-system. Similarly, the Network Dasboard of a vSphere/ESX server will include

an additional VirtualNetwork sub-system.

The sections that follow will discuss each of these subsystems at length.

10.2.1 Overview

By default, the Overview option is chosen from the Subsystem list of Figure 10.43. As the name suggests, the
Overview dashboard provides an all-round view of the network health of a target application/device.

Figure 10.43 depicts the Overview Dashboard for a network device.
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Figure 10.43: The Network Dashboard of a network device

For a monitored host, the Overview dashboard reveals the following:

1. Using the Current Network Alerts section of Figure 10.43, you can instantly understand how many problems
of what severity are currently affecting the health of the Network layer of the device. Clicking on a non-zero
number here will open Figure 10.43, which will list the network-related alarms of the priority clicked on.

2. To determine the quality of the network links leading to the network device during the last 1 hour, view the
History of Events section; this section displays a bar graph that provides a quick look at the number and
priority of network problems faced by the target application during the last 1 hour. In addition, the average
and maximum duration for which these issues remained open will also be available in this secton; this
enables you to assess the efficiency of your administrative staff.

3. For more details about the historical problems, click on any of the bars in the bar graph. The HISTORY OF
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ALARMS page of Figure 10.44 will then appear, listing all the network-related events that were captured by
the eG agent on the target network device, during the last 24 hours (by default). This information enables
you to understand what type of problems were faced by the target device during the default timeline, and
how long each problem remained.

HISTORY OF ALARMS ¥ R

Analysis By Type Component Priority

Compenent ~ Windows ~ newi_win ~ Minor ~ Show Alarms

Component Type Component Name Service(s) Test Description Start Time Duration

Windows new_win # TCP Traffic TCP retransmission percentage is high Qct 05, 2014 06:59 Current |-»_“

Figure 10.44: The History of Alarms page

4. For a network device, this tab page reveals, at a single glance, the current network health, network
latencies (if any), and the status of the network interfaces supported by the device. Besides enabling you
to accurately detect sudden changes in the state of the device, this section also helps you nail the root-
cause of this state change; moreover, you can even identify network interfaces that are performing poorly,
with the help of this section.

. You can use the Current Network Status section in the At-A-Glance tab page to know how problem-prone
your network is; the pie chart here indicates the percentage of current network-related measures that are in
varying states of activity. Clicking on a slice in this pie chart will once again lead you to the Event History

page.
. This will be followed by dial charts and digital displays that will update you with the status of a pre-
configured list of metrics; these metrics reveal the following:

« Whether the network device is currently available over the network or not;
« Has the device experienced any loss of data packets? If so, to what extent?
« How long has the device been up? Was the device rebooted anytime after it was started?

« Was there any delay in connecting to the device? How significant is the delay? - in the event of a high
network latency, you can use the Routers by HopDelay table to figure out where -i.e., at which hop - the
maximum delay occurred.

« What is the maximum rate at which data is currently transmitted and received by the network
interfaces supported by the device?

« What is the maximum speed at which the network interfaces currently operate?
Note:

If you have configured one/more measures of a descriptor-based test to be displayed as a dial chart, then,
in real-time, the descriptor that is in an abnormal state or is currently reporting the maximum value for that
measure will be represented in the dial chart. You can view the dial charts pertaining to the other
descriptors, by clicking on the More button that appears alongside a dial chart in the dashboard.

7. Clicking on a dial chart/digital display in the dashboard will lead you to the layer model page that will reveal

168




DASHBOARDS

the exact layer and test that reports the measure represented by the dial chart/digital display.

System | Network Component | Windows new_win v 4 Back
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Processor_0
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Summary

Figure 10.45: The page that appears when a dial/digital chartin the Network Overview Dashboard is clicked

8. If users are experiencing delays while connecting to the component via the network, then you can use the
Routers by Hop Delay (ms) section to nail the root-cause of such a network latency. This section details the
hop-by-hop connectivity and delay, and thus help isolate the exact hop at which a network delay occurred.

Note:

If you have configured more than two dial charts for the Network Overview dashboard using the Dashboard
Settings window of Figure 4.140, then the Routers by Hop delay (ms) section will not appear in the At-A-
Glance tab page.

9. The Network Configuration section displays the current network configuration, and enables you to ascertain
whether a change in configuration could have contributed to the network problems at hand.

10. By closely monitoring the status of these metrics, you can be instantly updated with critical network
issues. Clicking on a measure listed in the Key Performance Indicators section will lead you to the Layer
Model tab page of the application (see Figure 10.45), which reveals the exact layer and test that reported
the measure.

169



DASHBOARDS

System Network Component  Windows new_win

B new_win

Last Measurement Time : Oct 06, 2014

| Disk Space - € 1% B
/ Total capaciry (MB) 65432.9961 | 45
o / Used space (ME) 45836.1523 I

© Application Processes
/ Fres space (MB) 19596.8437 | 45
o TCP | Percent usage (%) 70.0505 | 45
./ Drive availability (%) 100 | €5

& Newwork

@ Operating System

v () Disk Activity =3
| Disko C:
 Disk1E

~ () Disk Space Y
I C

) Memory Details
) Memory Usage
) 05 Details
v ([} System Details =Y
| Processor.0
| Processor_1

I Summary

Figure 10.46: Clicking on a key performance indicator in the Network Overview Dashboard

11. This way, from a single console, you can receive rapid, real-time updates on the overall network status of
your network devices, and instantly identify the root-cause of such network-related anomalies. In order to

zoom into the performance of network interfaces in particular, switch to the Details tab page by clicking on
it. Figure 10.47 will then appear.
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Figure 10.47: The Details tab page of the Network Dashboard of a network device

12. The Details tab page provides a default set of bar charts, each of which lists the top-10 network interfaces

13.

14.

in a particular performance arena. Using these default bar charts, you can instantly figure out the following:
« Which network interface is currently available?
« Which network interface is operating with the maximum speed?
« Which network interface is utilizing the maximum bandwith?
« Theincoming and outgoing traffic to which network interface is very high currently?

In addition to the default/user-configured bar graphs, the Details tab page includes a Routers by HopDelay
bar chart that graphically depicts the hop-by-hop delay, so that you can easily identify the hop at which
significant delay has occurred.

By default, all the bar charts in the Details tab page pertain to the current period. However, sometimes, you
might want to go back in time, so as to investigate a past problem and identify its source. For this purpose,
click on the corresponding bar chart in the Details tab page. Doing so will invoke Figure 10.47.
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Figure 10.48: The enlarged top-10 bar chart in the Details tab page of a Network Dashboard

The enlarged bar chart, by default, lists all the network interfaces that are supported by the target
server/network device. To view the performance of a specific set of interfaces alone, select a TOP-N or
LAST-N option from the Show list in the settings option.

Though the Details tab page enables you to focus on both the current and past performance of network
interfaces, to proactively detect any type of potential anomaly, the past performance of the network in its
entirety needs to be analyzed. For this purpose, switch to the History tab page by clicking on it.
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Figure 10.49: The History tab page of the Network dashboard of a network device

17. Figure 10.49 that appears reveals measure graphs for a pre-configured set of performance metrics; these
graphs, which are typically plotted for a default period of 24 hours, indicate the following:

« Were there any breaks in the availability of the network connection to the device during the last 24
hours?

« Were any data packets lost in transit during the last 24 hours?

« Was any significant delay detected in connecting to the device during the last 24 hours?

« How was the data traffic to and from the device during the last 24 hours?

« Were any TCP connections dropped by the target during the default timeline?

« How busy was the target, in terms of TCP connections, during the default time period?
You can click on the graph to expand it and view its contents clearly.

18. If need be, you can view Summary graphs in the History tab page to figure out the percentage of time (during
the last day by default) the device experienced network-related issues. To achieve this, click on the &
icon at the right, top corner of Figure 10.49. Figure 10.50 will then appear displaying summary graphs
plotted for a default period of 24 hours.
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Figure 10.50: The History tab page displaying summary graphs on network performance

19. Similarly, you can choose to analyze the past trends in network performance using the History tab page,
instead of time-of-day variations or performance summaries, by clicking on the =1 icon at the right, top
corner of Figure 10.50. This will invoke Figure 10.51, which will reveal trend graphs that capture the
minimum and maximum values that pre-configured measures registered during the default period of 24
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: The History tab page displaying trend graphs on network performance
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20. You can even expand the trend graph by clicking on it (see Figure 10.52).
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Figure 10.52: An enlarged Network

21. In the enlarged mode, you can even alter the Timeline of trend graphs. By default, the trend graph plots the
minimum and maximum values of a measure during the given timeline. In the enlarged mode, you can

change the Graph type so that the average values or sum of trend values are plotted in the trend graphs
instead.

Note:

In case of descriptor-based tests, the Summary and Trend graphs displayed in the History tab page typically
plot the values for a single descriptor alone. To view the graph for another descriptor, pick a descriptor from
the drop-down list made available above the corresponding summary/trend graph.

22. Atany point in time, you can switch to the measure graphs by clicking on the = button.

10.2.2 Network

If you want to strictly focus on the current and past issues related to the availability of the network connection
to the device/server, and network latencies / packet losses experienced by the device/server, pick the
Network option from the Subsystem list. Figure 10.52 will then appear.
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Figure 10.53: The dashboard of the Network subsystem

For a network device, this dashboard reveals the following:

1.

With the help of the digital displays available in Figure 10.52, which report the current network latency
values for the device, you can proactively determine network-level slowdowns (if any). While digital
displays are available for a default set of measures, you can configure additional digital displays or remove
any of the existing displays by following the steps discussed below:

Below the digital graphs is the Details tab page. If the target network device experiences a high network
latency, then, using the Routers by Hop Delay bar graph and table available in the Details tab page, you can
view the hop-by-hop connectivity and delay, zero-in” on the exact hop at which the delay has occurred,
probe into the root-cause of the delay, and resolve the issue, so as to optimize network performance. You
can expand the bar graph by clicking on it.

The History tab page, on the other hand, displays measure graphs by default, which indicate the time-of-
day variations in the availability and overall network health of the device during the last 24 hours. You can
click on a graph to enlarge it and view it clearly. You can even click on Timeline to modify the graph
timeline, and thus analyze network performance over a longer time period.
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Figure 10.54: History tab page displaying measure graphs in the dashboard of the Network sub-system

4. To view the percentage of time during the last 24 hours for which the network performance was affected by
issues, click on the & icon at the right, top corner of Figure 10.54.
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Figure 10.55: The Summary graphs in the dashboard of the Network subsystem

5. Using the graphs in Figure 10.54, you can effectively perform service level audits and detect when and
what type of network issues caused the agreed-upon service levels to be compromised.

6. Similarly, click on the =1 icon at the right, top corner of the History tab page in Figure 10.54 to view and
analyze the past trends in network performance. By default, the trend graphs will pertain to the last 24
hours.

177



DASHBOARDS

System m Layers Component | eC Manager:manager]RE:7077 ~ £ | | &Back
Subsystem: Netwark hd
Details | o e
Network availability (%) Packet loss (%) Avg network delay (Secs)

=
=
8 %

Oct 05,00
Dct 05,0

Oct 05,06
Oct 05,09
Oct 05,12
Oct 05,15
Dct 05,1

Oct 05,21

Oct 05,0

Oct 05,06
Cct 05,09
Oct 05,12
Oct 05,15
Dct 05,1

Oct 05,21
Oct 05,00
Oct 05,03
Dct 05,06
Oct 05,00

Oct 05,12
0ot 05,15
Oct 05,1

Oct 05,21
Oct 05,00

| Min W Max W Min W Max

n
u
w

Min network delay (5ecs) Incoming traffic (Pkts/sec) Qutgoing traffic (Pkis/sec)

Figure 10.56: The Trend graphs in the dashboard of the Network subsystem

7. Using these trend graphs, you can determine when network performance peaked and when it hit rock bottom -
this way, you can easily infer how network performance has varied during the last 24 hours, and thus receive a
heads-up on potential network anomalies.

8. To change the timeline of a single graph, click on the graph to enlarge it.

9. Also, an enlarged summary/trend graph allows you to alter the graph Duration - i.e., view the daily or
weekly summary/trend information, instead of the default hourly data in the graphs.

10. Also, by default, the trend graphs in the History tab page plot the minimum and maximum values of a
measure during the given timeline. In enlarged trend graphs, you can change the Graph type so that the
average values or sum of trend values are plotted in the trend graphs instead.

Note:

In case of descriptor-based tests, the Summary and Trend graphs displayed in the History tab page typically
plot the values for a single descriptor alone. To view the graph for another descriptor, pick a descriptor from
the drop-down list made available above the corresponding summary/trend graph.

11. At any point in time, you can switch to the measure graphs by clicking on the = button.

As stated earlier, the Network Subsystem Dashboard of a network device provides measure graphs that track
the availability of the device over the network, network latencies, and packet loss experienced by the device
during communication. For a server/application however, the same Network Subsystem Dashboard will
additionally display the following:

» Measure graphs tracking the incoming and outgoing traffic of the target server during the last 24 hours (by
default); using these graphs, you can determine when during the last 24 hours the network activity to and
from the server was very high.
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» A bar graph depicting the network delay experienced at every hop; using this bar graph, you can accurately
isolate the hop at which maximum network latency has occurred.

» Atable depicting the hop-by-hop delay.

10.2.3 Tcp

To zoom into the health of the TCP connections to and from a server, select Tcp from the Subsystem list.
Doing so invokes Figure 10.57.
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Figure 10.57: The Dashboard of the Tcp Subsystem

For shifting from the present to the past and analyzing past TCP performance, use the History tab page
inFigure 10.58. By default, this tab page displays measure graphs revealing the time-of-day variations in
current TCP connections, dropped TCP connections, and incoming and outgoing TCP connections, during the
last 24 hours (by default). Using these graphs, you can quickly figure out the following:

» When during the last 24 hours was the TCP load on the target host unusually high? When was the load
uncharacteristically low?

> s there any increase in the number of TCP connections that were dropped? Is this increase sudden or
consistent? If the TCP connection drops have increased steadily during the last 24 hours, when did this
pattern begin?

Clicking on a graph in Figure 10.57 will lead you to the enlarged graph as shown in Figure 10.58.
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Figure 10.58: The enlarged graph that appears when a graph is clicked

If you want to perform service level audits on the TCP connection handling ability of a target host, then, you
can configure the History tab page to display summary graphs of the TCP-related metrics, instead of the
default measure graphs. For this, just click on the & icon at the right, top corner of the History tab page. Figure

10.59 will then appear.
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Figure 10.59: Summary graphs in the dashboard of the Tcp Subsystem

The summary graphs denote the percentage of time (during the last 24 hours) for which each TCP-related
measure had been in an abnormal state. This way, problem-prone performance metrics can be isolated and
the reasons for their poor performance can be investigated.

Similarly, to study the past trends in TCP-related statistics and predict the future behavior of the target host,
you can have the History tab page display trend graphs of the TCP-related metrics. For this, click on the =1

icon. Figure 10.60 will then appear.
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Figure 10.60: Trend graphs displayed in the dashboard of the Tcp Subsystem

Using the trend graphs, you can figure out when (during the last 24 hours) the overall TCP activity and
connection drops had peaked on the target host and when it was abnormally low

You can change the Timeline of the measure/summary/trend graphs on-the-fly by clicking on the settings
option on the enlarged graph.

Also, an enlarged summary/trend graph allows you to alter the graph Duration - i.e., view the daily or monthly
summary/trend information, instead of the default hourly data in the graphs.

Moreover, by default, the trend graphs in the History tab page plot the minimum and maximum values of a
measure during the given timeline. In enlarged trend graphs, you can change the Graph type so that the
average values or sum of trend values are plotted in the trend graphs instead.

Note:

In case of descriptor-based tests, the Summary and Trend graphs displayed in the History tab page typically
plot the values for a single descriptor alone. To view the graph for another descriptor, pick a descriptor from
the drop-down list made available above the corresponding summary/trend graph.

At any point in time, you can switch to the measure graphs by clicking on the = button.

10.2.4 Networkinterfaces

If you want to focus only on the speed, bandwidth usage, and traffic handled by the network interfaces
supported by a network device, pick the Networkinterfaces option from the Subsystem list in your Network
Dashboard. When this is done, Figure 10.61 will appear.
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Figure 10.61: The Networkinterfaces dashboard

1. Like the other sub-systems, the dashboard for the Networkinterfaces sub-system too begins with dial
graphs and digital displays. These dial and digital graphs are configured for a default set of measures -
typically, these measures will be key indicators of the performance of network interfaces. If one/more of
these measures are currently abnormal for a particular interface, then, these dial and digital graphs will
give you a heads-up on the anomaly, and also indicate which network interface is experiencing the issue.
On the other hand, if more than one network interface is experiencing performance issues or if all
interfaces are operating normally, then the eG Enterprise system randomly picks a network interface and
presents the default metrics extracted from that interface in the dial and digital format. If required, you can
configure dial and digital displays for additional measures, or can even remove the graphs that pre-exist by
deleting the corresponding measures; for this, follow the steps discussed hereunder:

2. Letus now return to the dashboard. If you click on any dial/digital graph in the dashboard, you will be directly
lead to the layer model page, which will display the exact measure represented by the dial/digital graph and the
layer-test combination that reports the said measure.

3. The Comparison tab page below displays a series of bar charts depicting the top network interfaces in
various performance areas. These bar charts enable you to quickly and accurately identify the following:

« Which network interface is operating with the maximum speed?
« Which network interface is consuming bandwidth excessively?
« Which network interface is unavailable currently?

« Which network interface is receiving data at a very high rate?

« Which network interface is sending out data at a very high rate?

4. By default, these bar charts depict the top-10 network interfaces only. To view this graph clearly, click on
the corresponding bar chart. Doing so enlarges the bar chart as depicted by Figure 10.62.
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Figure 10.62: A bar chartin the Networkinterfaces dashboard that has been enlarged

5. The enlarged bar chart too, by default, displays the TOP-10 network interfaces in the chosen performance
area. For instance, if the Interfaces by Bandwidth usage chart is enlarged, then the magnified chart will
display the TOP-10 network interfaces in terms of current bandwidth usage. Moreover, since these network
interfaces are arranged in the descending order of the bandwidth usage, you can instantly identify the top
bandwidth consumer. To view all the network interfaces supported by the device and the bandwidth usage
of each, select ALL from the Show list. You can choose to view only a few of the top/poor players in a
performance area, by picking a TOP-N or LAST-N option from the Show list.

6. Also, note that the bar chart displays only those network interfaces that are currently supported by the
device. However, sometimes, to investigate past issues, you might want to determine the top performers
or the poor performers during a time period in the past. For this, click on Compare History in Figure 10.63.
This will invoke a Timeline field, using which you can alter the Timeline of the enlarged bar chart.

7. This way, the Comparison tab page enables you to effectively compare the current performance of the
network interfaces on the basis of various performance parameters, so that the erring interfaces are swiftly
identified. While updates on the current state of the network interfaces can introduce you to operational
errors that crept in suddenly, to identify potential anomalies, the knowledge of both current and past
performance is essential. The History tab page, when clicked, provides a series of measure graphs (by
default) that allow you to analyze the past performance of the network interfaces. By default, these graphs
are plotted for a period of 24 hours. You can however change the timeline of the graphs on-the-fly by
clicking on the Timeline link at the right, top corner of the History tab page.
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Figure 10.63: The History tab page of the NetworkiInterfaces dashboard
Using these measure graphs, you can determine the following:

« Were there consistent/intermittent breaks in the availability of any of the network interfaces during the
specified time period?

« Did data traffic to/from any network interface increase significantly during the designated period?

« Were any irregularities noticed in load balancing across the network interfaces during the designated
period?

« Was bandwidth usage optimal during the specified period? Which network interface contributed to an
increase in bandwidth usage?

« Were all network interfaces operating in normal speed during the said period? Did any network
interface experience significant slowdowns? If so, which one?

8. You can enlarge a measure graph by clicking on it, and thus view it more clearly (see Figure 10.64).
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Figure 10.64: An enlarged measure graph in the History tab page of the Networkinterfaces dashboard

9. Like the comparison graphs, the enlarged measure graphs also, by default, plot the values of the TOP-10
network interfaces supported by the device. Accordingly, the TOP-10 option is by default chosen from the
Show list. To zoom into the performance of only a few of the top players / weak players in that performance
area, pick a TOP-N or LAST-N option from the Show list.

10. Besides enabling you to identify the best/worst performers in a chosen performance arena, the enlarged
graph also enables you to assess performance of network interfaces across broader time periods - for this,
you will have to select a different Timeline for the enlarged graph. Similarly, you can also change the
dimension (3D / 2D) of a graph in its enlarged mode.

10.2.5 WindowslInterfaces
To analyze the speed, bandwidth usage, and traffic handled by the network interfaces supported by a target

server/application over time, pick the Windowinterfaces option from the Subsystem list. When this is done,
Figure 10.65 will appear.
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Figure 10.65: The WindowInterfaces dashboard

Using the dial graphs and digital displays available in this dashboard, you can receive quick updates on
current anomalies pertaining to the network interfaces supported by the target Windows- based
component. Besides knowing what went wrong, you will also be able to identify which network interface

has been affected, with the help of the dial/digital graphs displayed here.

those network interfaces that are contributing to such anomalies.

enlarge the graph as depicted by Figure 10.66.

Below the dial/digital displays, you will find the Comparison tab page, which provides a default collection of
comparison bar charts, each of which compares the performance of the network interfaces in a specific
performing sphere. Using these graphs, you can not only isolate performance anomalies, but also identify

Let us now refocus on the Comparison tab page. To view a comparison graph clearly, click on it; this will
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Figure 10.66: An enlarged comparison graph in the Windowslnterfaces dashboard

4. By default, the enlarged comparison graph will reveal only the top-10 network interfaces in a specific
performance area. You can, if need be, view all the network interfaces supported by the target component,
or only a few best/worst players in a performance area, in the enlarged mode. For this, select the relevant

option from the Show list in the Settings option.

5. For deeper insights into the historical performance of the network interfaces, use the History tab page. By
default, the History tab page of Figure 10.67 displays measure graphs depicting the time-of-day variations
in the performance of the network interfaces supported by the target host. By default, these measure
graphs are plotted for the last 24 hours. To analyze performance over a wider time range, click the Timeline
link at the right, top corner of the History tab page to change the graph timeline.
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Figure 10.67: The History tab page of the Windowslnterfaces dashboard
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6. You can enlarge a measure graph by clicking on it, and thus view it more clearly (see Figure 10.67).
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Figure 10.68: An enlarged measure graph in the History tab page of the WindowsiInterfaces dashboard

7. Like the comparison graphs, the enlarged measure graphs also, by default, plot the values of the TOP-10
network interfaces supported by the device. Accordingly, the TOP-10 option is by default chosen from the
Show list. To zoom into the performance of only a few of the top players / weak players in that performance
area, pick a TOP-N or LAST-N option from the Show list of the Settings option.

8. Besides enabling you to identify the best/worst performers in a chosen performance arena, the enlarged
graph also enables you to assess performance of network interfaces across broader time periods - for this,
you will have to select a different Timeline for the enlarged graph.

9. To view the percentage of time during the last 24 hours for which a network interface was affected by
issues, click on the & icon at the right, top corner of Figure 10.68.
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Figure 10.69: Summary graphs in the History tab page of the Windowslnterfaces dashboard

10. Using the graphs in Figure 10.69, you can effectively perform service level audits and detect when and
what type of network issues caused the agreed-upon service levels to be compromised.

11. Similarly, click on the 7 icon at the right, top corner of the History tab page in Figure 10.70 to view and
analyze the past trends in network interface performance. By default, the trend graphs will pertain to the

last 24 hours.
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Figure 10.70: The Trend graphs in the dashboard of the Network subsystem

12. Using these trend graphs, you can determine when the performance of network interfaces peaked and when it
hit rock bottom - this way, you can easily infer how network interface health has varied during the last 24 hours,
and thus receive a heads-up on potential interface-related anomalies.
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13.

14.

15.

Besides the above, you can instantly change the timeline of the measure/summary/trend graphs in the
History tab page by clicking on the Timeline link at the right, top corner of the tab page. To change the
timeline of a single graph on the other hand, click on the graph to enlarge it, and then proceed to change its
timeline. In the enlarged mode, you can even change the graph dimension (3D / 2D).

Also, an enlarged summary/trend graph allows you to alter the graph Duration - i.e., view the daily or
monthly summary/trend information, instead of the default hourly data in the graphs.

Moreover, by default, the trend graphs in the History tab page plot the minimum and maximum values of a
measure during the given timeline. In enlarged trend graphs, you can change the Graph type so that the
average values or sum of trend values are plotted in the trend graphs instead.

Note:

In case of descriptor-based tests, the Summary and Trend graphs displayed in the History tab page typically
plot the values for a single descriptor alone. To view the graph for another descriptor, pick a descriptor from
the drop-down list made available above the corresponding summary/trend graph.

16. At any point in time, you can switch to the measure graphs by clicking on the = button.

10.2.6 Uptime

To view the uptime details of a network device, you can select the Uptime option from the Subsystem list.
Figure 10.71 then appears.

Interfaces  Lavers Component | Network Node:eCRouter v £ | | Back
Subsystem Uptime v
o

Uptime/Downtime Summary-Last24 Hours Reboot Summary-Last24 Hours

No measures available! No Reboots Done!

Uptime during the last measure period: 5 Mins 1 Sec Has the system been rebooted? (Boolean)

300 | -
200 0.5

Oct 14, 2014 12:15:25
100 0

11:45
1200
11:45
1z:00

1215
1

Figure 10.71: The Network Device Uptime Dashboard

This dashboard reveals the following:

1.

The Device Uptime section of the dashboard reveals the total time for which the network device has been up
and running since it was last rebooted. The Uptime/DownTime Summary section provides a quick summary
of the availability of the device during the last 24 hours (by default) - the details include: the total duration
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10.

for which the device has been up and running in the last 24 hours, the percentage uptime, the total duration
(in the last 24 hours) for which the device was down, the percentage of downtime, and number of reboots
during the last hour. Using these details, you can determine whether the agreed uptime levels for the
device were met or not, and if not, how much is the device falling short of its desired performance levels.

You can also infer whether the device experienced any reboots during the last 24 hours. To know more
about each reboot, refer to the Reboot Summary section. For every reboot that occurred in the last 24 hours
(by default), this section reveals when the device was shutdown, when the reboot occurred, and how long
did the device remain down until it was rebooted. This clearly indicates the frequency of the reboots, and
helps determine whether such reboots were scheduled or unexpected.

The default Measure graphs in the History section indicate how long during the last 24 hours (by default) the
device has been up, and whether the reboots scheduled for the device have occurred during the last hour
or not.

To view the measure graphs clearly, click on a graph of interest - this will enlarge that graph. Using these
graphs, breaks in the availability of the device and failure of reboot schedules can be accurately identified
and investigated. In addition, you can modify the dimension of the measure graphs from the default 3D to
2D.

Click on the & icon at the right, top corner of the History section to view summary graphs using which you
can effectively perform service level audits on a device, based on the duration of their availability.
Determine the percentage of time for which the device was operational during the last day (by default), and
also be notified of reboots that might have occurred on the device during the default timeline. If required,
you can click on the Timeline link alter the graph timeline.

Clicking on the =7 icon in the History section will display trend graphs on device uptime; these trends reveal
when during the last 24 hours uptime was the lowest, and when reboots failed. If required, you can click on
the graph to expand it and alter its Timeline.

Besides the above, you can instantly change the timeline of the measure/summary/trend graphs in the
History tab page and that of the Uptime/Downtime Summary and Reboot Summary. To change the timeline of a
single graph on the other hand, click on the graph to enlarge it, and then proceed to change its timeline.

Also, an enlarged summary/trend graph allows you to alter the graph Duration - i.e., view the daily or
monthly summary/trend information, instead of the default hourly data.

Moreover, by default, the trend graphs in the History tab page plot the minimum and maximum values of a
measure during the given timeline. In enlarged trend graphs, you can change the Graph type so that the
average values or sum of trend values are plotted in the trend graphs instead.

At any point in time, you can switch to the measure graphs by clicking on the == button.

10.2.7 Virtual Network

In order to provide in-depth insights into the network traffic handled by the virtual networks on a vSphere/ESX
server, the Network Dashboard of such a server supports a specialized Virtual Network sub-system. Figure
10.72 depicts the Virtual Network dashboard that appears when the Virtual Network option is chosen from the
Subsystem list.
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Figure 10.72: The Virtual Network Dashboard

1. To the right of the Subsystem list in the Virtual Network dashboard, you will find a series of digital graphs
displaying the current values for a pre-configured set of measures related to the traffic handled by the
virtual networks. Network traffic congestions and the number of VMs affected by such a congestion can
be instantly detected with the help of these default digital displays

2. Below the digital graphs, you will find the Comparison tab page. This tab page provides comparison bar
graphs, which, by default, graphically compare the data and packet traffic handled by the vSwitches
servicing the virtual networks. Using these default comparison graphs, you can accurately identify which
vSwitches are experiencing heavy traffic.

3. If a comparison graph appears to be very cluttered, then, you can view the graph clearly by clicking on it -
this will enlarge the graph. In the enlarged mode, you can clearly view the top-10 (by default) virtual
switches in a specific performance area, and thus identify that switch that has performed well/badly in that
area. If need be, you can pick a different TOP-N or LAST-N option from the Show list in the enlarged mode so
that, you can focus on the performance of more or a less number of vSwitches.

4. However, to perform a more elaborate historical analysis of the performance of virtual networks, you need
to switch to the History tab page. This tab page displays a default set of measure graphs that track the
variations in the traffic to/from each of the vSwitches during the last 24 hours (by default).
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Figure 10.73: The History tab page in the VirtualNetwork Dashboard

5. To instantly change the timeline of the measure graphs, click on the graph; this will enlarge the graph.
Click on the Settings option and change the Timeline for the graph.
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Figure 10.74: The enlarged history graph in the History tab page of the VirtualNetwork dashboard

6. Besides the timeline, by default every measure graph will plot the values for the top-10 vSwitches on a
vSphere/ESX server. If required, you can choose to view the historical performance of a more or a less
number of vSwitches in the graph, by picking a different TOP-N or LAST-N option from the Show list in the

enlarged mode.

7. Instead of the time-of-day variations, if you prefer to view a quick summary of virtual network performance
across vSwitches so that, service level slippages are brought to light, click onthe & icon at the right, top
corner of the History tab page. Summary graphs revealing the service level achievements of the pre-
configured measures during the last 24 hours (by default), will then appear.
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Figure 10.75: Summary graphs displayed in the History tab page of the VirtualNetwork dashboard
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8. If you want to alter the timeline of a single graph alone, click on the graph; this will enlarge the graph.

9. Besides the timeline, an enlarged summary graph allows you to alter the graph Duration - i.e., view the
daily or monthly summary information, instead of the default hourly data.

10. For analyzing past trends in virtual network performance, understanding traffic patterns, and isolating
bottlenecks to smooth transmission, click on the #* icon at the right, top corner of the tab page. Doing so

will invoke a series of trend graphs for pre-configured measures, which are plotted for a default duration of
24 hours.
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Figure 10.76: Trend graphs displayed in the History tab page of the VirtualNetwork dashboard

If you want to alter the timeline of a single graph alone, click on the graph; this will enlarge the graph. Click
on the Settings option and change the Timeline.

Besides the timeline, an enlarged trend graph allows you to alter the graph Duration - i.e., view the daily or
monthly trend information, instead of the default hourly data.

Moreover, by default, the trend graphs in the History tab page plot the minimum and maximum values of a
measure during the given timeline. In enlarged trend graphs, you can view the Graph type so that the
average values or sum of trend values are plotted in the trend graphs instead.

Note:

In case of descriptor-based tests, the Summary and Trend graphs displayed in the History tab page typically
plot the values for a single descriptor alone. To view the graph for another descriptor, pick a descriptor from
the drop-down list made available above the corresponding summary/trend graph.

At any point in time, you can switch to the measure graphs by clicking on the =7 button.

10.2.8 Hyper-V Network Adapters

While monitoring Hyper-V and Hyper-V VDI environments, the Network Dashboard comes embedded with two
additional sub-systems, namely - Hyper-V Network Adapters and Hyper-V Switches.

The Hyper-V Network Adapters dashboard provides you with a quick look at the current and historical
performance of the network adapters used by a Hyper-V host. Using this dashboard, you can be proactively
alerted to real and potential irregularities in load-balancing across the adapters, and identify those adapters
that may be experiencing unusually heavy load.
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Figure 10.77: Figure 10.77: The Hyper-V Network Adapters Dashboard

The dashboard begins with digital graphs for a default set of metrics, which indicate the data/packet load

currently handled by the network adapters. The eG Enterprise system automatically compares the current
value of a pre-configured metric across all adapters, picks the maximum value, and displays this high
watermark in the digital format in the dashboard. A look at these digital graphs will hence instantly reveal
whether any adapter is currently experiencing unhealthy load patterns. In the event of an abnormality, you
can simply move your mouse pointer over the problem digital graph to know which network adapter is
responsible for the anomaly. Alternatively, click on the digital graph, so that you can view the layer, test,
descriptor (i.e., network adapter), and measure that has deviated from the norm.

The Comparison tab page, as the name suggests, displays comparison bar charts for pre-configured

measures. With the help of these bar charts, you can effortlessly determine on which network adapter load
is abnormally high. To view a graph clearly, click on it. Figure 10.78 will then appear.
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Figure 10.78: Figure 10.78: An enlarged comparison graph in the Hyper-V Network Adapters dashboard

3. In the enlarged mode too, by default, the graph will only reveal the top-10 network adapters in that
performing sphere. You can choose a different TOP-N or LAST-N option from the Show list in Figure 10.78 for
viewing a few other best/worst performers.

4. For receiving greater visibility into the historical performance of the network adapters, use the History tab
page. Clicking on this tab page will reveal measure graphs for a default set of load-related metrics, each of
which will indicate how well the corresponding measure has performed across adapters during the last 24
hours (by default).

5. Inthe event of an abnormality, you can use these historical measure graphs to ascertain whether the issue
occurred suddenly or is only the climax of a consistent performance deterioration over time.

6. Toview a measure graph clearly, click onit.

7. You can change the Timeline of the graph in the enlarged mode, or pick a different TOP-N or LAST-N option
from the Show list to view the historical performance of a few other best/worst network adapters.

8. To view the percentage of time during the last 24 hours for which a network adapter was affected by
issues, click on the & icon at the right, top corner.
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Figure 10.79: Figure 10.79: Summary graphs in the History tab page of the Hyper-V Network Adapters
dashboard

Using the graphs in Figure 10.80, you can effectively perform service level audits and detect when and
what type of network issues caused the agreed-upon service levels to be compromised.

Similarly, click on the #* icon at the right, top comer of the History tab page in Figure 10.80 to view and

analyze the past trends in network adapter performance. By default, the trend graphs will pertain to the last
24 hours.

You can click on a summary graph to enlarge it.
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Figure 10.80: Figure 10.80: The Trend graphs in the Hyper-V Network Adapters dashboard

11. Using these trend graphs, you can determine when the performance of a network adapter peaked and
when it hit rock bottom - this way, you can easily infer how a network adapters load patterns have varied
during the last 24 hours, and thus receive a heads-up on potential adapter-related anomalies.

12. You can click on a trend graph to enlarge it. An enlarged summary/trend graph allows you to alter the graph

Duration - i.e., view the daily or monthly summary/trend information, instead of the default hourly data in
the graphs.

13. Moreover, by default, the trend graphs in the History tab page plot the minimum and maximum values of a
measure during the given timeline. In enlarged trend graphs, you can change the Graph type so that the
average values or sum of trend values are plotted in the trend graphs instead.

Note:
In case of descriptor-based tests, the Summary and Trend graphs displayed in the History tab page typically

plot the values for a single descriptor alone. To view the graph for another descriptor, pick a descriptor from
the drop-down list made available above the corresponding summary/trend graph.

14. At any point in time, you can switch to the measure graphs by clicking on the = button.

15. If need be, you can instantly change the timeline of the measure/summary/trend graphs in the History tab
page by clicking on the Timeline link at the right, top corner of the tab page.

10.2.9 Hyper-V Switches

1. Selecting the Hyper-v switches option from the Subsystem list will invoke a Hyper-v switches dashboard that
serves as a single console from which you can observe the network traffic flowing into and out of the
virtual switches associated with a Hyper-V server, identify abnormalities in traffic patterns, isolate virtual
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switches that are experiencing heavy network traffic, and review historical performance of the switches to
ascertain whether such traffic-related anomalies occurred sporadically or regularly.
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Back
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Figure 10.81: The Hyper-V Switches dashboard

2. The Comparison tab page, as the name suggests, displays comparison bar charts for pre-configured

measures. With the help of these bar charts, you can effortlessly point to the virtual switch that is
experiencing heavy traffic. To view a graph clearly, click on it. This will enlarge the graph. In the enlarged
mode too, by default, the graph will only reveal the top-10 virtual switches in that performing sphere. You
can choose a different TOP-N or LAST-N option from the Show list in the enlarged graph for viewing a few
other best/worst performers.

For receiving greater visibility into the historical performance of the virtual switches, use the History tab
page. Clicking on this tab page will reveal measure graphs for a default set of traffic-related metrics, each
of which will indicate how well the corresponding measure has performed across switches during the last
24 hours (by default).
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Figure 10.82: The History tab page of the Hyper-V Switches dashboard

In the event of an abnormality, you can use these historical measure graphs to ascertain whether the issue
occurred suddenly or is only the climax of a consistent performance deterioration over time.

click on the # icon at the right, top comer of Figure 10.80.

5. Toview a measure graph clearly, click on it. The graph will then enlarge as depicted by Figure 10.79.
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Figure 10.83: An enlarged measure graph in the History tab page of the Hyper-V Network Adapters dashboard
6. You can change the Timeline of the graph in the enlarged mode, or pick a different TOP-N or LAST-N option
from the Show list to view the historical performance of a few other best/worst virtual switches.
7. To view the percentage of time during the last 24 hours for which a virtual switch was affected by issues,
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Figure 10.84: Summary graphs in the History tab page of the Hyper-V Switches dashboard

8. Using the graphs in Figure 10.81, you can effectively perform service level audits and detect when and
what type of network issues caused the agreed-upon service levels to be compromised.

9. Similarly, click on the = icon at the right, top corner of the History tab page in Figure 10.82 to view and
analyze the past trends in virtual switch performance. By default, the trend graphs will pertain to the last 24
hours.
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Figure 10.85: The Trend graphs in the Hyper-V Switches dashboard

10. Using these trend graphs, you can determine when the performance of a virtual switch peaked and when it hit
rock bottom - this way, you can easily infer how a virtual switch's load patterns have varied during the last 24
hours, and thus receive a heads-up on potential switch-related anomalies.

11. You can click on a trend graph to enlarge it. An enlarged summary/trend graph allows you to alter the graph

Duration - i.e., view the daily or monthly summary/trend information, instead of the default hourly data in
the graphs.

12. Moreover, by default, the trend graphs in the History tab page plot the minimum and maximum values of a
measure during the given timeline. In enlarged trend graphs, you can view the Graph type, the average
values or sum of trend values are plotted below the graphs.

Note:

In case of descriptor-based tests, the Summary and Trend graphs displayed in the History tab page typically
plot the values for a single descriptor alone. To view the graph for another descriptor, pick a descriptor from
the drop-down list made available above the corresponding summary/trend graph.

13. Atany point in time, you can switch to the measure graphs by clicking on the = button.

14. If need be, you can instantly change the timeline of the measure/summary/trend graphs in the History tab
page by clicking on the Timeline link at the right, top corner of the tab page.

15. Typically, the History tab page displays measure graphs for a default set of measures.
10.3 The Application Dashboard

In order to ascertain how well an application is/has been performing, analysis of the performance of the System
and Network layers of that application alone might not suffice. A closer look at the health of the Application
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Layers is also necessary, so as to promptly detect instantaneous operational issues with the target
application, and also proactively identify persistent problems or a consistent performance degradation
experienced by the application. To provide administrators with such in-depth insights into overall application
performance and to enable them to accurately isolate the root-cause of any application-level slowdown, eG
Enterprise offers the Application Dashboard. Each of the critical applications monitored by eG Enterprise is
accompanied by an exclusive application dashboard. The contents of the dashboard will therefore primarily
vary depending upon the application being monitored. Figure 10.86 for instance depicts the Application
Dashboard of a Java application.
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Figure 10.86: The Application Dashboard

In addition, like the System and Network dashboards, the contents of the Application dashboard too are further
governed by the Subsystem chosen from Figure 10.86. By default, the Overview option is chosen from the
Subsystem list. If need be, you can change this default setting by picking a different option from the Subsystem
list. The sections that follow will discuss each of the Subsystems offered by the sample Java application
dashboard shown in Figure 10.86 above.

10.3.1 Overview

As its name suggests, the Overview dashboard of a Java application provides an all-round view of the health of
the Java application being monitored, and helps administrators pinpoint the problem areas. Using this
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dashboard therefore, you can determine the following quickly and easily:

Has the application encountered any issue currently? If so, what is the issue and how critical is it?

How problem-prone has the application been during the last 24 hours? Which application layer has been
badly hit?

Has the administrative staff been able to resolve all past issues? On an average, how long do the
administrative personnel take to resolve an issue?

Are all the key performance parameters of the application operating normally?

Is the JVM (of the application) utilizing CPU optimally or is the current CPU usage of the JVM very high?
Did the CPU usage increase suddenly or gradually - i.e., over a period of time?

How many threads are currently live on the JVM? Which of these threads is currently consuming high
CPU?

Have any JVM threads been blocked? Which thread is it?

Are any threads deadlocked?

Which is the busiest garbage collector on the JVM?

Which garbage collector is taking too long to collect garbage?

Which JVM process is currently consuming CPU and memory excessively?

Which memory pool on the JVM is utilizing too much memory?

The contents of the Overview Dashboard have been elaborated on hereunder:

1.

The Current Application Alerts section of Figure 10.86 reveals the number and type of issues currently
affecting the performance of the Java application being monitored.

While the list of current issues faced by the application serves as a good indicator of the current state of
the application, to know how healthy/otherwise the application has been over time, a look at the problem
history of the application is essential. Therefore, the dashboard provides the History of Events section; this
section presents a bar chart, where every bar indicates the number of problems of a particular severity,
which was experienced by the Java application during the last 1 hour (by default). Clicking on a bar here
will lead you to Figure 10.87, which provides a detailed history of problems of that priority. Alongside the
bar chart, you will also find a table displaying the average and maximum duration for problem resolution;
this table helps you determine the efficiency of your administrative staff.

HISTORY OF ALARMS ¥ B g

Analysis By Type Component Priority

Component b4 Java Application v manager|RE:7077 v Minor - m
Component Type Component Name Service(s) Test Description Start Time Duration
Java Application managerJRE:7077 sample Air System Event Log Many system errors in the event log {all} Oct 14,2014 13:04 Current |w_" Q,
Java Application manager|RE:7077 sample,Air System Event Log Many system errors in the event log {all} Oct 14, 2014 12:45 4m 555 b Q
Java Application manager]RE:7077 sample, Air System Event Log Many system errors in the event log {all} Oct 14,2014 12:29 Sm 16s I Q
Java Application manager]RE:7077 sample, Air System Event Log Many system errors in the event log {all} Oct 14, 2014 12:18 5m2s B Q
Java Application manager]RE:7077 sample, Air System Event Log Many system errors in the event log {all} Oct 14, 2014 12:04 4m 56s B Q

Figure 10.87: The problem history of the target application
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3. Back in the dashboard, you will find that the History of Events section is followed by an At-A-Glance section;
this section, using pie charts, digital displays and gauge charts, reveals, at a single glance, the current
status of some of the critical metrics and key components of the Java application. For instance, the
Current Application Health pie chart indicates the current health of the application by representing the
number of application-related metrics that are in various states.

4. The dial and digital graphs that follow provide you with quick updates on the status of a pre-configured set
of resource usage-related metrics pertaining to the JVM. If required, you can configure the dial graphs to
display the threshold values of the corresponding measures along with their actual values, so that
deviations can be easily detected.

Note:

If you have configured one/more measures of a descriptor-based test to be displayed as a dial chart, then,
in real-time, the descriptor that is in an abnormal state or is currently reporting the maximum value for that
measure will be represented in the dial chart. You can view the dial charts pertaining to the other
descriptors, by clicking on the More button that appears alongside a dial chart in the dashboard.

5. Clicking on a dial/digital graph will lead you to the layer model page of the Java Application; this page will
display the exact layer-test combination that reports the measure represented by the dial/digitial graph.

System | Network | Application Type | Java Application - Name | manager|RE:7077 ~ (%: 4 Back
. managerJRE7077 (ST SINEOTTOTESN Please Select External Monitor Last Measurement Time - Oct 14, 2014 13:04:36
@ VM CPU Usage i % 8
@ VM Engine a8V CPU utilization of JVM () 20218 Q | &
& VM CPU Usage
~ @ JvM Memory Usage ®
/ Heap Memory Usage
/ Memory Pool_CMS Old Gen (Heap memory)
/ Memory Pool_CMS Perm Gen (Non-heap memory)
' Memory Pool_Code Cache (Non-heap memory)
/ Memory Pool_Par Eden Space (Heap memaory)
/ Wemory Pool_Par Survivor Space (Heap memory)
/ Non-Heap Memory Usage
@ Jvm uptime

‘

& JVM Internals

® P »

@ Newwork

‘

Figure 10.88: The page that appears when the dial/digital graph in the Overview dashboard of the Java
Application is clicked

6. If your eG license enables the Configuration Management capability, then, an Application Configuration
section will appear here providing the basic configuration of the application

7. Next to this section, you will find a pre-configured list of Key Performance Indicators of the Java application.
Besides indicating the current state of and current value reported by a default collection of critical metrics,
this section also reveals ‘miniature’ graphs of each metric, so that you can instantly study how that
measure has behaved during the last 1 hour (by default) and thus determine whether the change in state of
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the measure was triggered by a sudden dip in performance or a consistent one. Clicking on a measure here
will lead you to Figure 10.90, which displays the layer and test that reports the measure.

You can, if required, override the default measure list in the Key Performance Indicators section by adding
more critical measures to the list or by removing one/more existing ones from the list. Clicking on a
‘miniature’ graph that corresponds to a key performance indicator will enlarge the graph, so that you can
view and analyze the measure behavior more clearly, and can also alter the Timeline and, if need be.

System Network EENJITEWT] Layers Type  Java Application ~ Name | manager|RE:7077 ~ ﬁ: 4 Back

X | A

t
25
2
1145
1

= = 4 5 = E: 2 z 4 z 2 = =
MEASUREMENT NAME AVG MAX MIN
| IvmCpuTestvm_cpu_utilization (%) 1.7458 33189 0.7902

Figure 10.89: Enlarging the Key Performance Indicator graph

8. This way, the first few sections of the At-A-Glance tab page help understand what issues are currently
affecting application health, and when they actually originated. To diagnose the root-cause of these issues
however, you would have to take help from the remaining sections of the At-A-Glance tab page. For
instance, the Key Performance Indicators section may indicate a sudden/steady increase in the CPU usage
by a JVM. However, to determine whether the rise in CPU usage was a result of one/more high CPU
threads executing on the JVM or a couple of resource-intensive Java processes, you need to focus on the
JVM Thread Details section, JVM Memory Management - Summary section, and the Application Process -
Summary section in the dashboard. The JVM Thread Details section for starters reveals the number of JVM
threads that are in varying states of activity. With the help of this section therefore, you can quickly figure
out whether there are currently any:

« Threads that are blocking each other (deadlocked threads);
« Threads that are being blocked by other threads;

« Threads that are waiting for other threads to release a block;
« Threads that are consuming high CPU resources, etc.

Say, you notice that too many threads are currently in a BLOCKED state. Immediately, you might want to
know whether this is a sudden occurrence, or a situation that has become worse over time. To enable you
to determine this, every thread count displayed in the JVM Thread Details section is accompanied by a
‘miniature’ graph, which tracks the changes in the corresponding thread count during the last 1 hour (by
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9.

10.

11.

default). To enlarge the graph, click on it; this will invoke Figure 10.89. The enlarged graph allows you to
change the Timeline for analysis, and also the graph dimension.

System Network ETC e Layers Type | Java Application v Name | manager|RE:7077 v 4 Back

K~

= = = = m

MEASUREMENT NAME AVC MAX MIN

a0
o
5

- JvmThreadTestLive_threads(Number) 15.9091 20 13

Figure 10.90: The enlarged thread count graph

To zoom into a particular thread-type and analyze its resource usage, click on the thread type in the JVM
Thread Details section. Forinstance, to gain deeper insights into the performance and resource usage of the
runnable threads, click on Runnable Threads in the JVM Thread Details section. Figure 10.90 will then appear,
where a list of threads of the chosen type will be displayed, starting with the most CPU-intensive thread.
To enable in-depth analysis of the resource usage of a thread, a pie chart depicting the percentage of time
the thread used CPU and the percentage of time it was idle, is provided. If a thread is observed to have
used CPU excessively, then, you can study the stack trace information available alongside the pie chart to
zero-in on the exact line of code that the thread was executing when its CPU usage spiked.

The JVM Memory Management - Summary section reveals how well the JVM manages its memory resources
by measuring and reporting the effectiveness of its garbage collection activity. For every garbage
collector, this section reveals the number of garbage collections initiated by the collector, the time taken
for the garbage collection, and the percentage of time spent on garbage collection. From this information,
you can infer which garbage collector is spending too much time and resources on garbage collection. By
default, the garbage collector list provided by this section is sorted in the alphabetical order of the names of
the collectors. If need be, you can change the sort order so that the garbage collectors are arranged in,
say, the descending order of values displayed in the Time taken for garbage collection column - this column
displays the time taken by each collector to perform garbage collection. To achieve this, simply click on
the column heading Time taken for garbage collection. Doing so tags the Time taken for garbage collection
label with a down arrow icon - this icon indicates that the JVM Memory Management table is currently sorted
in the descending order of the time taken by each garbage collector for collecting garbage. To change the
sort order to ‘ascending’, all you need to do is just click again on the Time taken for garbage collection label
or the down arrow icon. Similarly, you can sort the table based on any column available in it.

The Application Process - Summary section, on the other hand, traces the CPU and memory usage of each
of the Java processes currently executing on the JVM of the target application, and thus leads you to the
resource-intensive processes. By default, the process list provided by this section is sorted in the
alphabetical order of the process names. If need be, you can change the sort order so that the processes
are arranged in, say, the descending order of values displayed in the Instances column - this column
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12.

13.

displays the number of instances of each process that is in execution currently. To achieve this, simply
click on the column heading - Instances. Doing so tags the Instances label with a down arrow icon - this icon
indicates that the process list is currently sorted in the descending order of the instance count. To change
the sort order to ‘ascending’, all you need to do is just click again on the Instances label or the down arrow
icon. Similarly, you can sort the process list based on any column available in the Application Process -
Summary section.

While the At-A-Glance tab page reveals the current state of the JVM threads and the overall resource usage
of the JVM, to perform additional diagnosis on problem conditions highlighted by the At-A-Glance tab page
and to accurately pinpoint their root-cause, you need to switch to the Details tab page by clicking on it. For
instance, the At-A-Glance tab page may indicate the number of threads that are currently blocked, but to
know which thread has been blocked for the longest time, you will have to use the Details tab page.

System = Network EEVIHELGHEN Layers Type | Java Application ~ Name | manager|RE:7077 ~ 4 Back
Subsystem: Owerview v
Current Application Alerts History of Events During the Last 1 Hour
1 a 4m 48s 5m 16s
- Open Alerts Total Events

~

Avg Duration Max Duration

At-A-Glance m History
Top Live Threads by CPU (%) Top Waiting Threads by waited time (%) Top JVM Memory Pools by Memory Usage (%4)
RMI TCP Con 0.26 lava2D Disp 100 CM5 OId Gen 70.94
http-7077-26 015 Reference H 100 Par Eden Sp 51.89
hitp- 8 015 htp-7 100 Code Cache 42
RMI T oo http-7 100 Par Survivo... 3955
RMITCP Con... [ 5 01 http-7077-50 100 CMS Perm Ce... 2432
0.05 1 015 2 0.25 0.3 25 5 75 1 125 2 & 8
Top JVM Memory Pools by Free memory (MB) Top JVM Memory Pools by Initial Memory (MB) Top JVM Memory Pools by Available memory
CMS OId Cen... 22316 CMS Old Gen. 768 CMS OId Cen... = Fo
CMS Perm Ce 193.75 CMS Perm Ge. 256 CMS Perm Ce 256
Par Eden 5p... 98.56 Par Eden Sp. 204.87 Par Eden Sp... 204.87

Figure 10.91: The Details tab page of the Application Overview Dashboard

The Details tab page comprises of a default set of comparison bar graphs using which you can accurately
determine the following:

o

How many threads are currently executing on the JVM? Which is the most CPU-intensive thread?

(o)

Have any threads been blocked? If so, which thread has been blocked for the maximum duration?

(o}

Are any threads in the WAITING state? If so, which thread has been waiting for the longest time?

o]

Which memory pool on the JVM is consuming memory excessively?
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System | Network EELCHETV Lavers

Current Top Live Threads by CPU (%)

http-7077-49 1.09
htta-7077-37
Thread-61 047
htip-7077-34 0.41
http-7077-8 0.4
http-7077-5 026

0.1 02 03 0.4 0.5 0.6 07 0.8 0.9 1 11 e 13 14 15

4 Back

QXA

Figure 10.92: The expanded top-n graph in the Details tab page of the Application Overview Dashboard

14. Though the enlarged graph lists all the memory pools or threads (as the case may be) by default, you can
customize the enlarged graph to display the details of only a few of the best/worst- performing

15.

16.

threads/memory pools by picking a TOP-N or LAST-N option from the Show list in Figure 10.91.

Another default aspect of the enlarged graph is that it pertains to the current period only. Sometimes however,

you might want to know what occurred during a point of time in the past; for instance, while trying to understand

the reason behind a sudden spike in memory usage on a particular day last week, you might want to first

determine which memory pool is guilty of abnormal memory consumption on the same day.

Where detailed diagnosis is applicable, you can quickly view the detailed measures that correspond to a
comparison graph by clicking on the “. icon at the right, top corner of the enlarged graph. This will invoke

Figure 10.93, using which you can arrive at the root-cause of a problem.

210




DASHBOARDS

Detailed Diagnosis Measure Graph summary Graoh Trend Graph Fix History Fix Feedback

Component Measured By  Test Measurement Timeline

SRTMAPPOZ:13700  SRTMAPPOZ VM Threads | Waiting threads v Latest R s |

Details of top waiting threads

THREAD NAME THREADID  THREAD STATE

[JOCT 16, 2014 07:16:02

http-apr-1978-exec-4 79 WAITING on
java.util.concurrent.locks AbstractQueuedSynchronizerSConditionCbject®236a2ae6

http-apr-1978-exec-7 82 WAITING on
Java.util.concurrent.locks AbstractQueuedSynchronizer$ConditionObject®236aZaeh

http-apr-1978-exec-6 81 WAITING on
java.util.concurrent.locks AbstractQueuedSynchronizerSConditionChject®236a2aeh

http-apr-1978-exec-10 85 WAITING on
java.util.concurrent.locks AbstractCueuedSynchronizerSConditionChject®236a2ae6

R B &=
CPU PERCENTAGE CI
TIME (%)

(SECS)

0.062 0.0014

0.046 0.0011

0.046 0.0011

0.031 7.0648275287:

4

Figure 10.93: The detailed diagnosis that appears when the DD icon in the enlarged comparison bar graph is

clicked

17. For detailed time-of-day / trend analysis of the historical performance of a Java application, use the History
tab page. By default, this tab page (see Figure 10.93) provides time-of-day graphs of critical measures
extracted from the target Java application, using which you can understand how performance has varied
during the default period of 24 hours. In the event of a problem, these graphs will help you determine

whether the problem occurred suddenly or grew with time.
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System | Network Lavers Type | Java Application w Name  SRTMAPPOZ 13700 » ‘:‘ 4 Back
Subsystem Owverview hd
Current Application Alerts History of Events During the Last 1 Hour
1 4m 48s 5m 163
= Open Alerts Total Events
Avg Duration ~ Max Duration
At-A-Glance | Details (Sl W

JVM CPU Utilization (34) JVM Memory Usage (%) Classes loaded (Number)
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Percent of time spent by JVM for garbage collection (34) Runnable threads (Number) High CPU threads (Number)
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Figure 10.94: Time-of-day measure graphs displayed in the History tab page of the Application Overview
Dashboard

18. You can click on any of the graphs to enlarge it, and can change the Timeline of that graph in the enlarged
mode.

System | Network [EGUINTENTVMN Lavers Type | Java Application - Name | SRTMAPP02:13700 v @ |4 Back
X A
F)
0.2
0175
0.15
0125
0.1
75
05
0.025
o n = wn = n o n = = = @
B w = 8 E = = Z =2 ] 2 ]
MEASUREMENT NAME AVC MAX MIN
| JvmCpuTest)vm_cpu_utilization() 0.0526 0.1868 0.0199

Figure 10.95: An enlarged measure graph of a Java Application

19. In case of tests that support descriptors, the enlarged graph will, by default, plot the values for the TOP-10
descriptors alone. To configure the graph to plot the values of more or less number of descriptors, select a
different TOP-N / LAST-N option from the Show list in Figure 10.93.

20. If you want to quickly perform service level audits on the Java application, then summary graphs may be
more appropriate than the default measure graphs. For instance, a summary graph might come in handy if
you want to determine the percentage of time during the last 24 hours the Java application consumed
excessive CPU. Using such a graph, you can determine whether the CPU usage levels guaranteed by the
Java application were met or not, and if not, how frequently did the application falter in this regard. To
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invoke such summary graphs, click on the # icon at the right, top comer of the History tab page. Figure
10.96 will then appear.

System | Network WETJIEULLEN Lavers

Type | Java Application 4 Name | SRTMAPPOZ:13700 v ?‘ 4 Back
Subsystem Owverview ~
Current Application Alerts History of Events During the Last 1 Hour
™ 1 E'E'_al 4 4m 48s 5m 16s
L Open Alerts Total Events — PR
_(ﬂ Avg Duration "" ) Max Duration
At-A-Glance | Details | | e

JVM CPU Urilization (%) JVM Memory Usage (%)

E = ® = m = @ © = e

Percent of time spent by J... (%)

100 10

=~

0

= o = = o = I - = o = o

Classes loaded (Number)

Figure 10.96: Summary graphs displayed in the History tab page of the Application Overview Dashboard
You can alter the timeline of all the summary graphs at one shot by clicking the Timeline link at the right, top
corner of the History tab page of Figure 10.97.

To change the timeline of a particular graph, click on it; this will enlarge the graph as depicted by Figure
10.98. In the enlarged mode, you can alter the Timeline of the graph. Also, though the graph plots hourly
summary values by default, you can pick a different Duration for the graph in the enlarged mode, so that

daily/monthly performance summaries can be analyzed.
System | Network Lavers Type | Java Application v Name | SRTMAPP02:13700 v <?‘ 4 Back
X .

JVM Memory Usage Details of Memory Pool_CMS Old Gen (Heap me m APP02:13700 - Used percentage

Hourly Summary for 24 hrs from 0 hrs on 1 5 100.00%
S S
2 3 2 2 2 = =

( Percent )

CHEE S~ =

17
18
9
0
1
2
f]

Time in hrs
Figure 10.97: An enlarged summary graph of the Java Application
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23. To perform effective analysis of the past trends in performance, and to accurately predict future measure
behavior, click on the # icon at the right, top corner of the History tab page. These trend graphs typically
show how well and how badly a measure has performed every hour during the last 24 hours (by default).
For instance, the CPU usage trend graph of a Java application will help you figure out the maximum and
minimum percentage of CPU that was consumed by the application every hour during the last 24 hours. If
the gap between the minimum and maximum values is marginal, you can conclude that CPU usage has
been more or less constant during the designated period; this implies that CPU usage has neither
increased nor decreased steeply during the said timeline. On the other hand, a wide gap between the
maximum and minimum values is indicative of erratic usage of CPU, and may necessitate further
investigation. By carefully studying the trend graph, you can even determine the points of time at which
CPU usage had been abnormally high during the stated timeline, and this knowledge can greatly aid further

diagnosis.
System Network Layers Type  Java Application ~ Name SRTMAPP0OZ: 13700 ~ l:' 4 Back
Subsystem QOverview h
Current Application Alerts History of Events During the Last 1 Hour
No alarms found! No events found!
At-A-Glance | Details m | e

JVM CPU Utilization (%) JVM Memory Usage (%) Classes loaded (Number)

06:45
07:00 ‘
0645
07:00
0715

7

§

06:45
07:00
07:15

7

07:15
7
06:30

Percent of time spent by JVM for garbage collection (%) Runnable threads (Number) High CPU threads (Number)
0.2 15 1
0.15

0.1

Figure 10.98: Trend graphs displayed in the History tab page of the Application Overview Dashboard

24. To analyze trends over a broader time scale, click on the Timeline link at the right, top corner of the History
tab page, and edit the Timeline of the trend graphs. Clicking on any of the miniature graphs in this tab page
will enlarge that graph, so that you can view the plotted data more clearly and even change its Timeline.

25. Besides the timeline, you can even change the Duration of the trend graph in the enlarged mode. By
default, Hourly trends are plotted in the trend graph. By picking a different option from the Duration list, you
can ensure that Daily or Monthly trends are plotted in the graph instead.

26. Also, by default, the trend graph only plots the minimum and maximum values registered by a measure.
Accordingly, the Graph type is set to Min/Max in the enlarged mode. If need be, you can change the Graph
type to Avg, so that the average trend values of a measure are plotted for the given Timeline. For instance,
if an average trend graph is plotted for the Live threads measure, then the resulting graph will enable
administrators to ascertain how many threads, on an average, were executing in the JVM during a
specified timeline; such a graph serves as a good indicator of the growth in the workload of the JVM over
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time.

System Network Application Lavers Type | Java Application v Name SRTMAPP02:13700 v ‘\:':‘“ 4 Back
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Figure 10.99: Viewing a trend graph that plots average values of a measure for a Java application

27. Likewise, you can also choose Sum as the Graph type to view a trend graph that plots the sum of the
values of a chosen measure for a specified timeline. For instance, if you plot a 'sum of trends' graph for the
measure that reports the CPU usage of the JVM, then, the resulting graph will enable you to analyze, on
an hourly/daily/monthly basis (depending upon the Duration chosen), how CPU usage of the JVM has
varied.

Note:

In case of descriptor-based tests, the Summary and Trend graphs displayed in the History tab page typically
plot the values for a single descriptor alone. To view the graph for another descriptor, pick a descriptor from
the drop-down list made available above the corresponding summary/trend graph.

28. Atany point in time, you can switch to the measure graphs by clicking on the = button.

10.3.2 JVM Memory

If you want to assess how efficiently the JVM uses the memory resources available to it, and thus promptly
detect memory-intensive pools, select the JVM Memory option from the Subsystem list.
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Figure 10.100: The JVM Memory Dashboard

The contents of the JVM Memory dashboard that then appears (see Figure 10.100) are as follows:

The dashboard begins with a JVM Memory Usage - Summary section, which enables you to visually track the
percentage of memory used by each of the memory pools on the JVM. Pools that are currently running
short of memory resources can be instantly identified using the usage chart provided by this section.

The Comparison tab page that follows the JVM Memory Usage - Summary section, provides a series of top-10
charts, using which you can quickly isolate those memory pools that are leading the lot in the following
default performance areas: overall memory consumption, amount of free memory, committed/available

If an application slowdown can be attributed to the lack of adequate memory resources, then these top-10 bar
charts can aid you in swiftly nailing the exact memory pool that could be serving as the source of this memory

1.
2.
memory, and initial memory.
3.
contention.
4.

Typically, these bar charts depict the current usage data. Sometimes however, you might want to detect
which memory pool was over-utilizing memory at some point of time in the past. In such a case, you will
have to click on the corresponding graph in the Comparison tab page to enlarge it. In the enlarged mode,
you can click on the Compare History link, so that you can alter the graph Timeline, and view which memory
pool was the leading memory consumer during the specified timeline.
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Figure 10.101: The enlarged memory usage graph

5. Also, though the enlarged graph displays the TOP-10 memory pools on the JVM by default, you can choose
to view a more or a less number of memory pools by picking a TOP-N or LAST-N option from the Show list in

the enlarged graph.

6. In contrast to the Comparison tab page, which, by default, reports the current memory usage levels of
individual memory pools, the History tab page displays measure graphs that depict how each memory pool
has been using the JVM memory over time. In the event of a memory contention, this time-bound analysis
will help you easily differentiate between a sudden spike in memory usage and a consistent rise in the

same.
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Figure 10.102: The History tab page of the JVM Memory Dashboard

7. To alter the timeline for a single graph, just click on that graph - this will enlarge the graph. You can change
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the Timeline of the graph in the enlarged mode.
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Figure 10.103: An enlarged measure graph in the Comparison tab page of the JVM Memory dashboard

8. Besides changing the timeline, you can also change the number of best/worst performers whose
performance results are to be plotted in the graph. By default, the enlarged graph reveals the variations in
the performance of the TOP-10 memory pools. If need be, you can pick a different TOP-N or LAST-N option

from the Show list in the enlarged graph.

9. Instead of these measure graphs, you can, if required, view summary graphs of the memory-related
measures in the History tab page. For this, click on the . icon at the right, top corner of the History tab
page. Summary graphs help you figure out the percentage of time during the last 24 hours (by default) the
Java application was hogged by memory-related issues. While monitoring mission-critical applications
that are governed by rigid service level agreements, summary graphs will help you determine whether the
guaranteed memory usage levels were fulfilled or not, and if not, how often did the usage levels slip.
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Figure 10.104: Summary graphs displayed in the History tab page of the JVM Memory Dashboard

10. Here again, you can change the Timeline of all the summary graphs by clicking on the Timeline link in Figure
10.105, or click on a graph, enlarge it, and change its Timeline in the enlarged mode. Also, though the graph
plots hourly summary values by default, you can pick a different Duration for the graph in the enlarged
mode, so that daily/monthly performance summaries can be analyzed.

11. You can click on the #4 icon at the right, top corner of the History tab page to view trend graphs of the
memory usage-related measures. By default, these trend graphs plot the maximum and minimum memory
usage values for every hour of the last 24 hours (by default).

12. Using these trend graphs, you can understand the variations in the memory usage of each pool during the
last 24 hours (by default), deduce the future usage trends, and accordingly recommend changes to the
memory pool size.
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13.

14.

15.
16.
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Figure 10.105: Trend graphs displayed in the History tab page of the JVM Memory Dashboard

Click on a graph, enlarge it, and change its Timeline in the enlarged mode. Also, though the graph plots
hourly trend values by default, you can pick a different Duration for the graph in the enlarged mode, so that
daily/monthly performance trends can be analyzed.

Also, by default, the trend graph only plots the minimum and maximum values registered by a measure.
Accordingly, the Graph type is set to Min/Max in the enlarged mode. If need be, you can view the Graph type
of the measure for the given Timeline. Such a graph will enable you to assess whether the memory
resources were utilized effectively or not, over time.

Note:

In case of descriptor-based tests, the Summary and Trend graphs displayed in the History tab page typically
plot the values for a single descriptor alone. To view the graph for another descriptor, pick a descriptor from
the drop-down list made available above the corresponding summary/trend graph.

At any point in time, you can switch to the measure graphs by clicking on the == button.

Typically, the History tab page displays measure, summary, and trend graphs for a default set of
measures.

10.3.3 JVM Thread

If you require an integrated dashboard for analyzing the present/past performance and problem information
pertaining to the threads executing on the JVM, so that you can efficiently and accurately diagnose the root-
cause of the thread-related abnormalies, select the JVM Thread option from the Subsystem list. Using this
single, central dashboard, you can ascertain the following quickly and easily:

» Are any threads currently executing on the JVM? Which of these threads are consuming CPU excessively
and why? Has the CPU consumption of the thread been high always or is this a sudden occurrence?

> Are any threads blocked currently? Have they been blocked for too long a time? Why did it happen?

220




DASHBOARDS

» Are any threads in a deadlock? If so, what caused the deadlock?

» Have any threads been waiting for too long a time for other threads to release an object? If so, how long, and
what caused the waiting?
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Figure 10.106: The JVM Thread Dashboard

The contents of this dashboard are discussed hereunder:

1.

The Thread Analysis section, by default, displays the stack trace of each of the threads that are currently
running on the JVM. Accordingly, the default selection in the Analysis By list is Runnable threads. To view
the stack trace of those threads that are in a different state (say, Blocked, Waiting, Timed waiting, etc.), you
will have to pick a different option from the Analysis By list.

A stack trace (also called stack backtrace or stack traceback) is a report of the active stack frames
instantiated by the execution of a program. It is commonly used to determine what threads are currently
active in the JVM, and which threads are in each of the different states - i.e., alive, blocked, waiting, timed
waiting, etc.

Typically, when a Java application begins exhibiting erratic resource usage pattemns, it often takes
administrators hours, even days to figure out what is causing this anomaly - could it be owing to one/more
resource-intensive threads being executed by the application? If so, what is causing the thread to erode
resources? Is it an inefficient piece of code? In which case, which line of code could be the most likely
cause for the spike in resource usage? To be able to answer these questions accurately, administrators
need to know the complete list of threads that the application executes, view the stack trace of each thread,
analyze each stack trace in a top-down manner, and trace where the problem originated.

The JVM Thread dashboard simplifies this seemingly laborious procedure by not only alerting administrators
instantly to excessive resource usage by a thread, but also by providing the administrator with quick and
easy access to the stack trace information of that thread; with the help of stack trace, administrators can
effortlessly drill down to the exact line of code that requires optimization.

Regardless of the Analysis By option chosen, the thread list in the Thread Analysis section is sorted in the
descending order of the percentage CPU time of the threads. We can thus conclude that the first thread for
which stack trace is provided in this section is the top consumer of CPU. In the event of abnormally high
CPU usage by this thread, you can use the stack trace to determine which line of code executed by this
thread was causing the CPU usage to soar.

221



DASHBOARDS

You will have to scroll down the Thread Analysis section to view the stack trace of the other threads.

Alternatively, you can click on the =] icon next to the Analysis By list to invoke the Thread Analysis window
(see Figure 10.107) using which you can quickly review the stack trace of each of the top CPU

consumers.
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Figure 10.107: The Thread Analysis window

Below the Thread Analysis section is the Comparison tab page that displays a series of top-10 charts. These

charts, by default, aid the quick and accurate identification of the thread that is currently consuming the
maximum CPU, the thread that has been blocked for the longest time, and the thread that has been in
waiting for the longest time. You can override this default setting by including comparison graphs for more
measures in the Comparison tab page, or by removing one/more existing graphs from this tab page.

Figure 10.108.

To view a comparison graph more clearly, click on it; this enlarges the comparison graph as depicted by
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Figure 10.108: An enlarged top-n bar graph in the JVM Thread dashboard of the Java Application
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7. Inthe enlarged mode, you can pick a different TOP-N or LAST-N option from the Show list to focus on a more
or aless number of JVM threads. Also, to perform a post-mortem on issues that occurred in the past and to
zero-in on threads that may have contributed to this past problem, click on the Compare History link in
Figure 10.109 and provide a Timeline for this comparison. A comparison bar graph indicating the top-10 (by
default) threads in a specific performance area during the specified timeline, will then appear.

8. For historically analyzing the state of the JVM threads, click on the History tab page. This tab page
displays time-of-day graphs for all the thread-related measures for a default duration of 24 hours.
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Figure 10.109: The History tab page of the JVM Thread Dashboard

9. Say, you suddenly notice that the number of blocked threads has increased; in such a case, you can use
these measure graphs to figure out when during the last 24 hours the block occurred. If required, you can
even look beyond the last 24 hours -i.e., you can find out whether the anomaly originated much earlier. For
this, you just need to click on the graph of interest to you. This will enlarge the graph; in the enlarged mode,
you can alter the graph Timeline, so that the performance of that measure can be analyzed over a broader
time window.
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Figure 10.110: An enlarged measure graph in the History tab page of the JVM Thread dashboard

10. To view summary graphs on thread state instead of the default measure graphs, just click on the # icon at
the right, top corer of the History tab page. Figure 10.110 will then appear. The summary graphs of Figure
10.111 reveal the percentage of time during the last 24 hours (by default) the Java application has been
affected by thread-related issues, and the type of issues (whether critical/major/minor) the application was
experiencing. These graphs help determine whether the assured service levels were delivered or not. For
instance, if the Java application assures its users of zero deadlock situations, then the summary graph will
reveal whether the Java application did encounter any deadlock situation, and if so for how long - this way,
while performing service level audits on the application, the auditor can understand whether the application
delivered on its promise or has slipped. If service level slippages are detected, then the summary graphs

will also reveal the extent of the slip - i.e., the percentage of time for which the desired service levels were
not delivered.
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Figure 10.111: Summary graphs displayed in the History tab page of the JVM Thread Dashboard
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11. Use the Timeline link at the right, top corner of the tab page to change the timeline of all the summary
graphs at one shot. For altering the timeline of a single graph, click on it; this will enlarge the graph. In the
enlarged mode, you can change the Timeline of the summary graph and modify the dimension (3D/2D) of
the graph. Also, by default, hourly summaries are plotted in the summary graph; you can configure these
graphs to plot daily/monthly summaries instead by picking the relevant option from the Duration list in the
enlarged mode.

12. If you want to view the past trends in thread performance, click on the =4 icon at the right, top corner of the
History tab page. Figure 10.112 will then appear. Using the trend graphs displayed inFigure 10.112, you can
better assess the current capacity of your application and can accordingly plan its future capacity. By
default, these trend graphs plot the maximum and minimum values registered by every thread-related
measure during every hour of the last 24 hours. From this data, you can clearly figure out when during the
last 24 hours the application performance has peaked and when it has been below-normal.
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Figure 10.112: Trend graphs displayed in the History tab page of the JVM Thread Dashboard

13. Use the Timeline link at the right, top corner of the tab page to change the timeline of all the trend graphs at
one shot. For altering the timeline of a single graph, click on it; this will enlarge the graph. In the enlarged
mode, you can change the Timeline of the trend graph and modify the dimension (3D/2D) of the graph.
Also, by default, hourly trends are plotted in the trend graph; you can configure these graphs to plot
daily/monthly trend values instead by picking the relevant option from the Duration list in the enlarged
mode. Moreover, by default, the trend graphs plot only the minimum and maximum values registered by a
measure during the specified timeline - this graph will enable you to isolate those times at which
performance of that measure had peaked and the times it had fared poorly. For instance, using the default
trend graph for the Blocked threads measure, you can clearly identify when too many threads were blocked
and when blocked threads were minimum. If need be, you can view the Avg option from the Graph type list
in the enlarged mode to make sure that the trend graph plots the average trend values for the specified
timeline - in the case of the above example, such a graph will help you understand how the blocked threads
count has varied during the set timeline. Alternatively, you can select the Sum option from the Graph type
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list to have the trend graph plot the sum of trends for the specified timeline.
Note:

In case of descriptor-based tests, the Summary and Trend graphs displayed in the History tab page typically
plot the values for a single descriptor alone. To view the graph for another descriptor, pick a descriptor from
the drop-down list made available above the corresponding summary/trend graph.

14. At any point in time, you can switch to the measure graphs by clicking on the = button.

10.3.4 JVM Classes

Select the JVM Classes option from the Subsystem list to know how efficiently the class loader used by the Java
application is and has been loading/unloading classes onto memory. Upon selection, 10.3.4 will appear.
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Figure 10.113: The JVM Classes Dashboard

The contents of this dashboard are as follows:

1. The JVM Classes section indicates the current health of the class loader by providing a pie chart that
graphically depicts the number of classes currently loaded and unloaded by the application.

2. The History tab page below, by default, provides a series of measure graphs that reveal how the class
loader has been performing over the default duration of the last 24 hours. If the number of classes
loaded/unloaded dramatically decreases, it could indicate that the class loader is experiencing issues with
loading/unloading. In such a case, a look at these measure graphs will help you figure out when exactly the
bottleneck surfaced - did it happen suddenly or is it a condition that has become worse with time?

3. If need be, you can even alter the timeline of all these measure graphs so that you can analyze
performance across days and weeks; for this, simply click the Timeline link at the right, top corner of the
History tab page and change the timeline for the graphs using the calendar that pops out. To change the
timeline of a single graph alone, simply click on that graph to enlarge it, and then modify the Timeline of the
graph in the enlarged mode.
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Figure 10.114: An enlarged measure graph in the History tab page of the JVM Classes dashboard

4. To determine the service level achievements / slippages of the class loader, you need to view summary
graphs of the measures and not the default measure graphs. For this, just click on the # icon at the right,

top corner of the History tab page. Figure 10.114 then appears.
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Figure 10.115: Summary graphs displayed in the JVM Classes Dashboard

The summary graphs displayed in Figure 10.115 reveal the percentage of time the Java application
experienced problems in loading/unloading classes on to the memory. Besides revealing the
efficiency of your administrative staff in recognizing bottlenecks and mitigating them, these summary
graphs also indicate whether the class loader has been able to maintain the assured performance
levels during the default duration of 24 hours.

5. In case of the summary graphs too, you can change the Timeline of all graphs by clicking on the Timeline
link at the right, top corer of the History tab page. To alter the timeline of a single graph, here again, you
will have to click on that graph, enlarge it, and modify the timeline. Also, by default, hourly summaries are
plotted in the summary graph; you can configure these graphs to plot daily/monthly summaries instead by
picking the relevant option from the Duration list in the enlarged mode.

6. To analyze past trends in the loading/unloading of classes, click on the =4 icon at the right, top corner of
the History tab page. Figure 10.116 will then appear.
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Figure 10.116: Trend graphs displayed in the JVM Classes Dashboard

7. These trend graphs, by default, plot the minimum and maximum values that every measure registered
during each hour of the last 24 hours (by default). Using such graphs, you can accurately point to the time
windows in which the class loader was actively loading/unloading classes, and the times at which there
was a lull. By carefully observing these past trends, you can effectively gauge the workload that the
application has been imposing on the class loader, predict future workloads accordingly, and suggest
measures to enhance the efficiency of the loader

8. In addition, when a trend graph is enlarged, it is not just the Timeline that you can modify. The Duration of
the graph can also be altered. By default, trend graphs reveal only the hourly trends in performance. By
picking the relevant option from the Duration list, you can ensure that the trend graph in question plots
daily/monthly trend values instead. Also, in the enlarged mode, the Graph type can also be modified. Since
the default Graph type is Min/Max, the trend graph, by default, reveals the minimum and maximum values
registered by a measure. If need be, you can select the Avg or Sum option from the Graph type list to plot
average trend values of a measure or sum of trends (as the case may be) in the graph.

Note:

In case of descriptor-based tests, the Summary and Trend graphs displayed in the History tab page typically
plot the values for a single descriptor alone. To view the graph for another descriptor, pick a descriptor from
the drop-down list made available above the corresponding summary/trend graph.

9. Atany point in time, you can switch to the measure graphs by clicking on the = button.

10.3.5 JVM Uptime

To investigate issues with availability and uptime of the JVM, select JVM Uptime as the Subsystem. Figure
10.117 will then appear.
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Figure 10.117: The JVM Uptime Dashboard

The contents of the uptime dashboard are as follows:

1.

From the JVM Uptime section, you can determine the total duration for which the JVM has been up and
running since its startup. If the JVM was started two days ago, but the uptime indicated by this section
spans only a day, it is a clear indication that the JVM was unavailable for a while in-between; a possible
reason for this could be a scheduled/unscheduled reboot of the Java application.

A careful study of this graph over time periods longer than 24 hours, can reveal intermittent breaks (if any)
in JVM availability and failure of scheduled JVM reboots (if any). To ensure that all graphs plot values for
longer time periods, click on the Timeline link at the right, top corner of the History tab page, and then
change the timeline using the calendar that pops out. To modify the timeline for a particular graph alone,
click on the graph to enlarge it, and alter the timeline in the enlarged mode. Besides the timeline, you can
even change the graph dimension (3D / 2D) in the enlarged mode.

Sometimes, you might have to periodically determine the percentage of time for which certain critical Java
applications have been up and running, so that you know whether/not the application has been able to
maintain the desired uptime levels. To run such uptime checks, summary graphs of the uptime measures
are useful. To view summary graphs in the History tab page, click on the ® icon at the right, top corner of
the History tab page. Figure 10.118 will then appear.
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Figure 10.118: Summary graphs displayed in the JVM Uptime Dashboard
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4. To perform the summary analysis over a broader time window, click on the Timeline link at the right, top
corner of the History tab page and change the timeline; this will alter the timeline for all the graphs. To
change the timeline of a particular graph alone, click on the graph to enlarge it, and then alter its timeline.
Also, by default, hourly summaries are plotted in the summary graph; you can configure these graphs to
plot daily/monthly summaries instead by picking the relevant option from the Duration list in the enlarged
mode.

Similarly, you can analyze uptime trends by viewing trend graphs in the History tab page. For this, click on
the =4 icon at the right, top corner of the tab page. Figure 10.118 will then appear.
System | Network Lavers Type | Java Application v Name | SRTMAFPOZ:13700 w 4 Back
Subsystem JVM Uptime A
Y

Uptime during the last measure period (secs) Has the JVM been restarted? (Boolean) Total uptime of the JVM (mins)
500

40000

250

20000

Oct 14,11
Max : 0

2

2

Dct 14,00

Dct 14,03
Oct 14,09
et 14,
Oct 14,15
Oct 14,18
Oct 14,21
DOct 14,00
DOct 14,03

Oct 14,06
Dct 14,09
ocr 1412
Oct 14,15
Oct 14,18
Oct 14,21
Oct 14,00
Det 14,03
Dct 14,06

oot 14,12
0ct 14,15
Oct 14,18
Ocr 14,21

W Min

n
=
i
2
u
=
5

W Max

| Min

u
=
o
3

Figure 10.119: Trend graphs displayed in the JVM Uptime Dashboard

These trend graphs, by default, plot the minimum and maximum values registered by every uptime-related

measure during every hour for the last 24 hours. Using these graphs, you can ascertain when during the
last 24 hours uptime was very high, and when it was low.

To change the timeline of a particular graph, click on the graph to enlarge it, and then alter its timeline. The
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Graph type can be viewed in the enlarged mode. By default, the graph Duration is Hourly, indicating that
trend graphs plot hourly trend values by default. To ensure that these graphs plot the daily/monthly trend
values instead, select the relevant option from the Duration list. Similarly, as already mentioned, trend
graphs plot only the minimum and maximum values registered by a measure during the specified timeline.
Accordingly, the Graph type is set to Min/Max by default in the enlarged mode. If you want the trend graph to
plot the average trend values instead, set the Graph type to Avg. On the other hand, to configure the trend
graph to plot the sum of trends set the Graph type to Sum.

Note:

In case of descriptor-based tests, the Summary and Trend graphs displayed in the History tab page typically
plot the values for a single descriptor alone. To view the graph for another descriptor, pick a descriptor from
the drop-down list made available above the corresponding summary/trend graph.

8. Atany point in time, you can switch to the measure graphs by clicking on the = button.

10.4 Business Dashboard

IT executives often require a high-level view of the performance of their mission-critical business services.
The Business Dashboard of v6 provides this view in a form that is easy to comprehend and analyze. This
dashboard quickly compares service demand with resource consumption and service quality to enable IT
executives swiftly determine where service performance is most likely bottlenecked — at the demand level?
resource consumption level? or user experience level? Moreover, it allows IT executives to rapidly triage
performance issues tier-wise, so that they can accurately isolate the tier where the problem originated.
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Figure 10.120: Figure 10.120: The Business Dashboard

You can customize the Business Dashboard to include demand, consumption, and quality indicators of your
choice. For this, do the following:

Click the X icon to the right, top corner of the Business dashboard (as indicated by Figure 10.1). Figure 10.2
will then appear.
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CONFIGURATION SETTINGS

Applies to All Services

Column (+) Demand Consumption Quality

Service Types Citrix XenApp Access

Filter by Component Type Citrix XenaApp 4/5/6.%

Test Measure Display Name

Ll : Filtered application 2 :
Citrix Enumerations '_jp Filtered app Enumerations
enumerations

Citrix XA Sessions Active sessions Active session

Citrix XA Sessions Idle sessions Idle sessions count

Figure 10.121: Figure 10.121: Configuring the business dashboard

1. In the CONFIGURATION SETTINGS window, first select the service to which the changes apply from the
Applies tp drop-down. The steps that follow will vary depending upon your choice of service. By default,
the All Services option will be selected, indicating that the settings being configured apply to all services by
default. However, if you want to make changes to a particular service’s settings alone, select the service
of interest from the Applies to list.

If you go with the default selection (i.e., the All Services option) of the Applies to list, then follow the steps

below to configure your dashboard:

L]

First, indicate which Column of the dashboard you intend to alter — Demand, Consumption, or Quality.

Then, pick a specific service type from the Service Types list. This implies that the changes you make
subsequently will apply to all services of that type.

Next, select a component type from the Filter by Component Type list. This list will display all component
types that are engaged in delivering all the managed services in the environment.

Once a component type is chosen from this list, then the CONFIGURATION WINDOW will display a table
listing all measures related to that component type that have been pre-configured (if any) for display in
the selected Column for all services of the chosen Service Type. If no such pre-configuration exists, then
the table will be empty.

You can either modify/delete any of the listed measures or add more measures to the chosen Column.
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« Toadd ameasure, first click the Add button in Figure 10.2.

« When Figure 10.3 appears, select a Layer from all layers that are key to the performance of the Service
Type selected. For instance, if Citrix XenApp Access is the Service Type chosen, then the Layer list will
include all layers of the Citrix XenApp component that is imperative to a service of that type.

ADD MEASURE

Layer Citrix Server

Test Citrix Server

Measure | Application enumerations

Display Mame | Application enumerations

Figure 10.122: Figure 10.122: Adding a measure
o Pick a Test mapped to the chosen Layer.
o Select the Measure that you want displayed in the chosen Column of the dashboard.

o If the chosen Test is a descriptor-based test, then, before adding any measure reported by that test,
you should aggregate the measure value across all descriptors using a specific aggregate function.
The result of this aggregation is then displayed in the dashboard. For this, pick a Function.

ADD MEASURE

Layer Citrix Applications
Test Citrix XA Applications

Measure /O data operations

Function Sum (= Awvg

Display Mame | |/O data operations

Figure 10.123: Figure 10.123: Adding a measure that supports descriptors

o Next, provide a Display Name for the measure.

(e}

Click the Add button to add the measure. Similarly, you can add multiple measures to a column.
o Once you are done adding, click OK to exit the ADD MEASURE pop-up.
o The measure so added will then be appended to the measure list in the CONFIGURATION SETTINGS
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window.

CONFIGURATION SETTINGS

Applies to All Services w

Column Demand Consumption (*) Quality
Service Types Citrix XenApp Access ~
Filter by Component Type Citrix XenApp 4/5/6.x )
Test Measure Display Name
Citrix X4 Users Screen refresh latency - avg Latency avg

Citrix Client's Network

Awvg network laten Awvg network laten
Connection J &4 g 2k
Citrix Authentication Authentication time Authentication time
Usar Logon Avg user profile load time Avg user profile load time

Citrix XA Applications 1/C data operations 1/C data operations

Figure 10.124: Figure 10.124: Added measure displayed in the configuration window

o To maodify any of the listed measures, simply select the row representing that measure in Figure 10.5
and click the Modify button. When Figure 10.6 appears, you can change the Display Name of the
chosen measure. In case of descriptor-based measures, you have the additional option of picking a
different aggregate Function for the measure from Figure 10.6. Finally, click the OK button in Figure
10.6.

Function Sum (= Avg

Display Mame | |/O data operations

Figure 10.125: Figure 10.125: Modifying a measure that applies to All Services

o To delete a pre-existing measure, select the row representing that measure in Figure 10.5 and click
the Delete button.

3. Now, if a specific service is chosen from the Applies to list, then follow the steps below to configure the
dashboard:

« First, indicate which Column of the dashboard you intend to alter — Demand, Consumption, or Quality.

« Upon selecting a Column, the CONFIGURATION SETINGS window will automatically display the
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measures related to the chosen service that have already been configured for display in that column. If
no pre-configuration exists, then no measures will be displayed.

CONFIGURATION SETTINGS

Applies to infoway

Column (=) Demand Consumption Quality

Component type Test Measure Display Name

Current

Citrix XenApp 4/5/6.x Citrix XA Sessions Active sessions 3
5255I0Ns

Citrix XenApp 4/5/6.x Citrix XA Logins New logins MNew logins

Figure 10.126: Figure 10.126: Configuring the dashboard settings for a specific service

« You can either modify/delete any of the listed measures or add more measures to the chosen Column.
To add a measure, click the Add button in Figure 10.7.

« Figure 10.8 will then appear. Of the Comp Types that are part of the chosen service, select the
component type from which measures are to be added to the dashboard.
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ADD MEASURE
Comp Type Citrix XenApp 4/5/6.x
Comp Mame CorribXA: 14594
Layer Citrix Users
Test Citrix XA Users
Measure Bandwidth usage of user's session w

Function Sum (=) Awvg Min Max

Display Mame | Bandwidth usage |

Figure 10.127: Figure 10.127: Adding a measure that applies to a specific service in the business dashboard
« From the Comp Name list, select a service component of the chosen type.
« Pick the Layer and the Test to which the measure to be added is mapped.
« Select the Measure to be added.

« If the chosen Test is a descriptor-based test, then choose the Function using which the chosen
measure’s values are to be aggregated across all descriptors of the test.

« Provide a Display Name for the measure.
« Click the Add button to add the measure. Similarly, you can add multiple measures to a column.
« Once you are done adding, click OK to exit the ADD MEASURE pop-up.

« The measure so added will then be appended to the measure list in the CONFIGURATION SETTINGS
window.
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CONFIGURATION SETTINGS

Applies to infoway v

Column Demand Consumption (*) Quality

Component type Test Measure Display Name

Avg network

Citrix XenApp 4/5/6.x Metwoark Avg network delay delay

Metwork

Citrix % 4/5/6. Network Network availabili
itrix XenApp 4/5/6.x etwor bt il ety availability

TCP retransmit

Citrix XenApp 4/5/6.x TCP Traffic TCP retransmit ratio e

Bandwidth usage of Bandwidth
user's sessions usage

Figure 10.128: Figure 10.128: Added measure displayed in the configuration window

Citrix XenApp 4/5/6.x Citrix XA Users

« To modify any of the listed measures, simply select the row representing that measure in Figure 10.9
and click the Modify button. When Figure 10.10 appears, you can change the Display Name of the chosen
measure. In case of descriptor-based measures, you have the additional option of picking a different
aggregate Function for the measure from Figure 10.10. Finally, click the OK button in Figure 10.10.

Function (*) Sum Avg

Display Name Current sessions

Figure 10.129: Figure 10.129: Modifying a measure that applies to a specific service

« Todelete a pre-existing measure, select the row representing that measure in Figure 10.9 and click the
Delete button.

You can also hide those services that you deem inconsequential from the business dashboard, so that you
can focus on those services that are critical to you from a performance perspective. The capability to ‘hide’
services is not available by default. To enable this capability, do the following:

1. Edit the eg_serviceperfdash.ini in the <EG_INSTALL_DIR>manager\config directory.

2. Inthe [SERVICES_USER_CONFIG] section, set the admin:enableServiceSkipReorder parameter to true (default
is false).

3. Savethefile.
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Once this is done, then, to show/hide services, follow the steps below:

1. Click the X icon to the right, top comer of the business dashboard to open the CONFIGURATION SETTINGS
window.

2. You will find a new What would you like to do? drop-down in Figure 10.130 that then appears.

CONFIGURATION SETTINGS

What would you like to do? Add |Remove Metrics

Applies to All Services

Column (=) Demand Consumption Quality
Service Types Please choose a service type w

Filter by Component Type Mot Applicable! w

Test Measure Display Name

Figure 10.130: Figure 10.130: The Configuration Settings window with the option to show/hide services from the
dashboard

3. Select the Show/Hide Services option from the What would you like to do? drop-down.
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CONFIGURATION SETTINGS

What would vou like to do? Show fHide Services v

Available Services Hidden Services
Xenapp7-service

java-service

vdiserv

SRV-1

win-service

javaserv

Figure 10.131: Figure 10.131: Hiding services from the dashboard

4. To hide a service, select it from the Available Services list in Figure 10.130 and then click the > button. This
will transfer the selection to the Hidden Services list (see Figure 10.131). Likewise, you can add multiple
services to the Hidden Services list.

5. You can also rearrange the order in which services are to be listed in the dashboard. This way, you can
have your mission-critical services on top, and the less critical ones at the bottom of the dashboard. To
achieve this, select a service from the Available Services list and click any of the following buttons, which
are available alongside. The table below lists the buttons and indicates what will happen if a button is
clicked.

Button Purpose

Click on this button to move the selection a level higher.

Click on this button to move the selection a level lower

Click on this button to move the selection to the top of the list

Click on this button to move the selection to the bottom of the list

6. Finally, click the Update button to save the changes.

7. Moreover, super-users to the eG Enterprise system (i.e., users with Admin or Supermonitor rights) can
share the changes they make to the business dashboard with other users, so that some/all users receive a
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consistent view of the demand, consumption, and quality of the service. For this purpose, the super-user
needs to follow the steps detailed below:

8. Once changes are made to one/more service displays in the business dashboard, click the Z icon at the
right, top corner of Figure 10.120.

9. Figure 10.130 will then appear. From the Applies to drop-down, select a service. The changes made by the
super-user to the business dashboard settings of this service will then be shared with other users. To
share changes effected on all services, pick the All Services option.

SHARING CONFIGURATION SETTINGS X

Applies to All Services w

abc I

egvjava
Users g

kim

univision

Commaxx

Imaginecorp

dha

Figure 10.132: Selecting the users with whom the dashboard changes are to be shared

10. Then, from the Users list, select the users with whom the dashboard changes of the chosen service are to
be shared.

11. Finally, click the Share button to share.

10.5 User Experience Dashboard

One of the biggest challenges that Citrix/virtual/terminal desktop administrators have is that they often have
to spend time troubleshooting problems that may be caused in other parts of the infrastructure that they do not
control. For instance, a slowdown in the home network that a user is connecting from can impact the user
experience when accessing a Citrix service. eG Enterprise includes a User Experience Dashboard that
makes it possible for end-users themselves to view the performance metrics related to their access to the
Citrix/VDI/Terminal server infrastructure. This way, end users can easily determine when they see a
slowdown, is the problem being caused by connectivity to the Citrix/VDI/Terminal server infrastructure, by
any application(s) that they are using within a Citrix session, or by the Citrix infrastructure itself. If a
performance problem is in the interconnecting network or in one of the applications the user has launched, the
user can initiate corrective action (e.g., kill the offending process, contact the local network team, etc.) to
alleviate the issue.
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The self-service capability that the end-user performance dashboard provides results in fewer complaints and
trouble calls to the Citrix/virtual desktop helpdesk. As a result, support costs are lower, end-users are less
frustrated and the Citrix/virtual desktop deployment can proceed to successful completion.

End-users do not have to login to the eG monitoring console to access the dashboard. Administrators can
publish the dashboard for public viewing . By accessing the URL, <eG  Manager
IP:Port>/final/monitor/lendUserDashboard.jsp? username=<name of the user>, an end-user can get to see the
performance of his / her Citrix or virtual desktop session or terminal server session.

Citrix/Virtual desktop/Terminal server administrators can also use the same dashboard to handle user
complaints. When a specific user calls, they can view the performance dashboard for that user and determine
what action needs to be taken to resolve the issue. This industry first end-user performance dashboard for
Citrix/virtual desktop/terminal server infrastructures greatly simplifies the day to day operation of a
Citrix/virtual desktop infrastructure. To access this dashboard, a Citrix/VDI/Terminal server administrator
registered with the eG Enterprise system should first invoke the Monitor menu in the eG monitoring console,
browse the Dashboards menu, move the mouse pointer over the User Experience Dashboard group, and pick the
VDI or XenApp or Terminal option depending upon which user experience dashboard they want — the one for VDI
users? or the one for XenApp users? or the one for the users logged into the terminal servers?(seeFigure
10.133)

Note:

The VDI, XenApp and Terminal options will be available only if the VDI, XenApp and Microsoft RDS
components are managed in the monitored environment. If only one of the two is available — say, if only
XenApp servers are managed in the environment - then, the User Experience Dashboard menu option will not
display any sub-options. Instead, clicking on the User Experience Dashboard option will automatically lead
administrators to the Overview dashboard of the XenApp environment.
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Dashboards Groups Hosts /Applications
Home Zones Components
My Dashboard Zones Map Systems
Business Dashboard Services Metwork Devices
Real User Monitors Service Groups Citrix Logon Simulations
Virtual Dashboard Segments Aggregates
Cluick Insight Virtual Components
4 Fublic Clouds
WD
XenApp
Alarm Terminal hs Miscellaneous
Current re Remaote Contral
History of Alarms Summary Cetailed Diagnosis
History of Acknowledgements Trend Knowledge Ease Search
History of Deletions Live User View
Measures

Figure 10.133: Accessing the User Experience dashboard

If the XenApp option is chosen, then the XenApp administrator will first be lead to an interface that reveals at-a-
glance, which user is currently logged into which VM/desktop across the virtual infrastructure, the current
state of each VM/desktop, and an overview of each user's experience with his/her VM/desktop. A quick look
at this dashboard will point administrators to those users who are currently experiencing performance issues
with their VMs/desktops and what the problem areas could be.

User Experience Overview for XenApp7 Q Limits | 30

Figure 10.134: The User Experience Dashboard Overview that can be viewed by the administrators
Note:

The User Experience Dashboard Overview is available only for Citrix/VDI/Microsoft RDS administrators only
and not for the end-users.

By default, this interface will list a maximum of 30 virtual desktops in the monitored environment, arranged in
the order of their current state and then in the ascending order of their names. An administrator can however
increase/decrease this default limit and can even add/delete the desktop health metrics that are displayed per
desktop. To increase/decrease this default limit and to add/delete the desktop health metrics, administrators
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should navigate to the MONITOR SETTINGS page of the eG administrative interface. To know more about
changing the default settings for the User Experience Dashboard, refer to Configuring Monitor Settings of the
Administering the eG Enterprise Suite document. Administrators can override the default number of desktops
displayed in the User Experience Overview Dashboard by selecting an appropriate number from the Limits
list.

To search for a user in the User Experience Overview dashboard, administrators can use the Search Users
text box. Administrators can print the User Experience Overview dashboard using the icon and export the
User Experience Overview Dashboard in Microsoft Excel format using the E icon.

For deeper analysis of user experience with a desktop, the administrator can click on any desktop in the
Overview dashboard of Figure 10.134. This will invoke the User Experience Dashboard for the user who is
currently logged into that desktop.
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Figure 10.135: The User Experience Dashboard
Note:

An end-user can just hit the URL, <eG Manager IP:Port>/final/monitor/endUserDashboard.jsp? username=<name of
the user>, to instantly open this dashboard and review the impact of their operations on the health of their
desktop.

By default, the User Experience Dashboard displays a wide variety of panels that reveal the following for a
desktop user:

« ICA session details of the user, indicating whether/not the user is engaged in any bandwidth-intensive
communication over the ICA channel, and if so, what type of communication it is;

« Recent alerts related to the user;

o How the user is consuming the network, CPU, memory, disk space, and disk 1/O resources of the
desktop;

« The processes run by the user on the desktop, which are the leading resource (CPU/memory/disk 1/O)
consumers

« When the user last accessed the desktop;
« TCP connections to and from the user’s desktop

From these default panels, administrators will be able to quickly pinpoint the exact source of a user's poor
experience with his/her virtual desktop. If required, administrators can hide those default panels that they
deem unnecessary, replace them with new panels with newer, meaningful metrics, or can even modify the
default panels slightly to include the performance information of interest to them. To perform this
customization, administrators must click on the icon available in the right top corner of Figure 3. The sections
to be followed will discuss in details on the following:

» Add a panel
» Modify an existing panel
» Delete custom panels

» Show/Hide default panels
10.5.1 Adding a widget

To add a new widget to the User Experience dashboard, the user must first click on the E icon. Figure 1 will
then appear.
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ADD WIDGETS

Data Panel

Mo

a Chart Add

4 TimelLine Chart

Is DD - Bar Chart

Figure 10.136: Adding a widget to the User Experience dashboard

The User Experience Dashboard supports four type of widgets, namely:

» The Data widget: When included in the dashboard, this will display the current state and value of a
selected measure, with a link to detailed metrics (if available).

» The Area Chart widget: When included in the dashboard, this will display a historical area chart indicating
the trends in the behavior of a chosen measure over a given timeline. This chart is easy to read and
helps in rapidly detecting abnormal performance trends.

» The TimeLine Chart widget: This widget will display a line graph of a chosen measure over a given
timeline. Using this graph, time-of-day variations in measure values can be observed closely and
sporadic/consistent aberrations in performance can be quickly identified.

» The DD - Bar Chart widget: This widget will graphically represent the detailed diagnostics of a chosen
measure. This way, administrators can quickly compare performance across various parameters and
can accurately isolate the root-cause of performance degradations.

To add a Data widget, do the following:
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1. Click the Add button in Figure 1. Figure 2 will then appear.

DASHBEOARD SETTINGS

Update

Figure 10.137: Th pop up window that appears when the Add button against the Data Widget is clicked

2. InFigure 2, specify the Panel Title.

DASHEOARD SETTINGS

Measure

Display Name

Figure 10.138: Adding a Data widget
Next, select the Test that reports the measure to be displayed in the Data widget.
Pick the Measure.

Provide a Display Name for the measure.

o o &~ w

Click Add to add the measure to the Data widget. Similarly, multiple measures can be added to the same
Data widget.

~N

Once you are done adding, click the Update button to apply the configuration changes to the dashboard.

8. Figure 4 displays a Data widget that has been added to the dashboard.
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User Experience Dashboard for ‘citrix\xauserl’

Figure 10.139: User Experience Dashboard with a Data widget
9. Toadd an Area Chart, do the following:
10. Click the Add button against the Area widget in Figure 1.
11. In Figure 5 that appears, specify the Panel Title (see Figure 5).

DASHEOARD SETTINGS

Panel Title Idle time

Timeline 1 hour

Color Palette HEEEER
Citrix rs

Total idle time in 5¢

Display Name Total idle time in session

Add Update

Figure 10.140: Adding an Area widget
12. Next, select a Timeline for the Area chart.
13. Then, pick a Color Palette for the Area chart by clicking the E icon.

14. Then, select the Test that reports the measure for which the Area chart is to be generated.
15. Pick the Measure for the chart.

16. Provide a Display Name for the measure.
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17. Click Add to add the widget and Update to apply the configuration changes to the dashboard.

18. Figure 6 displays a Data widget that has been added to the dashboard.

136.55

Figure 10.141: A User Experience Dashboard with an Area widget
19. To add a TimeLine Chart, do the following:
20. Click the Add button against the TimeLine Chart widget in Figure 1.
21. Then, specify the Panel Title (see Figure 7).

DASHBOARD SETTINGS

Panel Title Handles Usage

Timeline 1 hour

Color Palette EEEEN [ |
Test Citrix Users

Handles used by user's pr

Display Name Handles used by user's processes

Add Update

Figure 10.142: Adding a Line widget

22. Next, select a Timeline for the graph.

23. Then, pick a Color Palette for the Area chart by clicking the E button.

24. Then, select the Test that reports the measure for which the Line graph is to be generated.
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25.
26.
27.
28.

Pick the Measure to be plotted in the graph.

Provide a Display Name for the measure.

Click Add to add the widget and Update to apply the configuration changes to the dashboard.
Figure 8 displays a TimeLine Chart widget that has been added to the dashboard.

91359

1709

Figure 10.143: A User Experience Dashboard with a Line widget

To add a DD - Bar Chart widget, do the following:

1.
2.

3.

Click the Add button against the DD - Bar Chart widget in Figure 1. Figure 9 will then appear.
Then, specify the Panel Title (see Figure 9).

DASHBOARD SETTINGS
Panel Title CPU Percent - DD
Color Palette EEEEEEEENE
Test Citrix Users
Memory usage for user's proc
CPU%)

CPU Tin

Update

Figure 10.144: Adding a DD — Bar Chart widget

Pick a Color Palette for the bar chart by clicking the E icon.
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4. Then, select the Test that reports the detailed metrics for which the bar chart is to be generated.
5. Pick the Measure.

6. From Process Name and Process lists, select the DD columns that report the values to be used as the X and
Y axis of the bar graph.

7. Click Update to apply the configuration changes to the dashboard.
8. Figure 10 displays a Line widget that has been added to the dashboard.

Figure 10.145: A User Experience Dashboard with a DD — Bar Chart widget

Note:

« The position of any widget (default/custom) can be changed in the dashboard using a simple click-and-
drag routine.

10.5.2 Modifying an Existing Panel

To modify an existing panel in the User Experience Dashboard, click the E icon available in the top right
corner of the panel. Any default or custom panel can be picked for editing. However, the procedure for making
changes to a panel will differ from one panel to another.

Forinstance, if you choose the Consumption-Disk Usage panel for modification, Figure 2 will appear.
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DASHBEOARD SETTINGS

Maodify Options Update Titles Add Measures Remowve Measures

Panel Title
Timeline
Color Palette
Test
Measure

Display Name

Update

Figure 10.146: Modifying a panel in the User Experience Dashboard.

From Figure 1, it can be inferred that you can modify the Panel Title, Add measures to the widget and remove
measures from the widget. You can also change the timeline of the graph. and change the color palette of the graph,
if applicable.

Now, take the case of the Consumption - Disk Usage panel (See Figure 1). By default, the Modify Options flag
will be set to Update Titles. You can change the tite of the panel using the panel Title text box and click the
Update button. If this panel is chosen for modification, the Panel Title can be changed (see Figure 1) by
selecting the Update Titles option. Alongside, you can also select a Test and Measure that have already been
configured for display in the Consumption - Disk Usage panel, and change the Display Name of that measure
(see Figure 1).

In the same way, to add new measures to an existing panel, you can do so by setting the Modify Options flag
to Add Measures.
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DASHBEOARD SETTINGS

Modify Options Update Titles Add Measures Remove Measures

Uptime - VI
Measure Total uptime of the VM

Display Name Total uptime of the WM

Add Update

Figure 10.147: Adding new measures to the Consumption — Network panel

Similarly, to removea measure from the Consumption - Disk Usage panel, set the Modify Option flag to
Remove Measures.

DASHBOARD SETTINGS

Maodify Options Update Titles Add Measures Remove Measures

Disk Space - VM

Remove Update

Figure 10.148: Deleting an existing measure from the Consumption — Network panel

The table lists all the default panels of the User Experience Dashboard and indicates what can be changed in
each panel.

Default Panel What can be changed

ICA Session Data « Panel Title can be updated.

o Measure Display Name can be changed.
« New measures can be added.

« Existing measures can be deleted.
Top CPU processes of user « Panel Title can be updated.

« The Color palette can be changed.
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Default Panel

What can be changed

Alerts for this user

Panel Title can be updated.

The No of records can be changed — i.e., the number of
recent alerts to be displayed for a user can be set.

Top memory processes of user

Panel Title can be updated.

The Color palette can be changed.

Top processes by disk busy

Panel Title can be updated.

The Color palette can be changed.

Consumption — CPU/Memory Usage

Panel Title can be updated.

Measure Display Name can be changed.
The Color palette can be changed.

The Timeline can be altered.

New measures can be added.

Existing measures can be deleted.

Consumption —Disk 1/0

Panel Title can be updated.
Measure Display Name can be changed.
New measures can be added.

Existing measures can be deleted.

Consumption — Disk Usage

Panel Title can be updated.

Measure Display Name can be changed.
The Color palette can be changed.

The Timeline can be altered.

New measures can be added.

Existing measures can be deleted.

Demand — TCP Connections

Panel Title can be updated.

Measure Display Name can be changed.
The Color palette can be changed.

The Timeline can be altered.

New measures can be added.

Existing measures can be deleted.

After making changes to a panel, remember to click the Update button to save the changes.
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10.5.3 Deleting a Custom Panel

To delete a custom panel, simply click on the X button that appears on the top right comer of the panel (see
Figure 1).

Figure 10.149:
Note:

« A default panel in the User Experience Dashboard cannot be permanently deleted. You can only hide a
default panel.

« Multiple panels cannot be deleted at a single shot.

10.5.4 Show/Hide Default Panels
You can hide two/more default panels and unhide them later using this procedure.
Click onthe icon at the right top corner of the User Experience Dashboard. Figure 10.150 will then appear.

DASHBEOARD SETTINGS

Show/Hide default panels Shown Hidden

ICA Session Data PcolP Session Data

Update

Figure 10.150: Hiding/unhiding the default widgets

All default panels that are currently visible in the dashboard will be listed in the Shown list box. The default
panels that are currently hidden will be displayed in the Hidden list box. To hide some visible panels, select
them from the Shown list and click the > button in Figure 10.150, so that the selection moves to the Hidden list.
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To unhide a few hidden panels, select them from the Hidden list and click the < button, so that they move to the
Shown list.

Finally, click the Update button.
Note:

» A default panel cannot be permanently deleted. You can only hide a default panel.

» The procedure discussed in this section is ideal for hiding multiple default panels at one shot. To hide a
single default panel, just click the button at the right top corner of that panel.

10.6 Virtual Dashboard

Large virtualized environments are typically characterized by hundreds of virtual hosts, with tens of VMs
configured on each host. In such environments, if a mission-critical application executing on a VM
experiences a slowdown, the key challenge for the administrator is to determine what caused the slowdown -
is it because the VM is under-sized? is it owing to a resource contention at the virtual host level? Is it because
of other resource-hungry VMs? or is it owing to resource-intensive processes spawned by the target
application itself? Also, as VM migration would be rampant in such environments, administrators are required
to know when, why, and to which virtual host a VM was migrated, and even assess the impact of such a shift
on the source and the destination hosts.

eG Enterprise provides dedicated monitoring models for a variety of virtualization platforms to enable
administrators to address the performance concerns cited above. By analyzing the resource usage of VMs
from inside and outside, and using an intelligent correlation engine to differentiate problem symptoms from
sources, these models accurately point to the root-cause of slowdowns experienced by a virtual application.
In addition, these models are also capable of tracking the movement of VMs from one host to another and
alerting administrators to the same. However, the key limitation of these models is that the aforesaid
capabilities are 'hidden’ inside the layers, tests, and measures offered by the models. To bring these
capabilities to light, administrators would have to invest a considerable amount of time and mouse clicks!

A quicker, 'single glance' alternative to this is the Virtual Dashboard. The Virtual Dashboard provides
administrators of virtualized environments the wherewithal to accurately diagnose the cause for slowdowns
experienced by a virtual application, with minimal effort and time! This dashboard collates critical resource
usage data from the host operating system and from 'inside’' and 'outside' all the VMs on a virtual server,
presents them in graphical and tabulated formats in a single interface in the eG monitoring console, and thus
aids instant and effective performance analysis. In the event of a problem situation therefore, administrators
can use the Virtual Dashboard to rapidly find answers to the following questions:

» Is the host experiencing a resource crunch? If so, which resource is being drained - CPU/memory/disk?
Which processes executing on the host could be causing the resource bottleneck?

» How are the VMs using the physical resources of the host? Is any VM consuming resources excessively? If
so, which VM is it?

» Were sufficient resources allocated to the VMs? How are the VMs using the resources allocated to them?

> Are resource-intensive processes executing on any VM? If so, which VM is being impacted, and what are the
rogue processes?
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» Did any VM migrate during the last hour (by default)? If so, which VM is it? Which server was it migrated to?

How is the VM handling the physical and allocated resources in the destination host?

In addition to current problems, the dashboard also sheds light on the probable causes for issues that occurred
in the past, thus paving the way for effective post-mortem analysis.

To view the virtual dashboard, click on the Virtual tab page that is available for a target virtual server. Doing so

will invoke Figure 10.151.

System | Network Lavers

Physical server CPU us...(%)

Subsystem: Physical Server Analysis ~

View: CPU ~

Key Performance Metrics of the Server

Processer CPU utilization(%) .
Processor 19 6547
Processor 18 -25_54
Processor 28 14.04
Processor 3 [l 7 5
0 25 50 75 100 125
Physical CPU utilization by VMs(%) .g"
tgdedtm155v0007 ... 50.71
tgdedtm155v0012 ... . 8.4
tgdedtm13sv001l ... B8 4 4
tgdedtm15sv0013 .. B 4 42
o 20 40 60 80
VM CPU waits(%) "
tgdedtm15ci0100 a8.78
pocucenter 9847
tgdedtm155v0500 a5z
0 25 50 75 100 125
Details of VMs
Virtual Machine Physical CPU U Virtual CPU Uti  Physical CPU U
tgdedtm15 58.99 59.49 3059.0
tgdedtm15 50.7075 50.85 2630.0
tgdedtm15 8.4 854 435.0
tgdedtm15 43975 456 227.0
tgdedtm15 4125 423 214.0
tgdedtm15... 4.0725 4.18 210.0
tgdedtmis... 3.835 398 198.0
tgdedtm15... 3.615 377 187.0

Type | VMware vSphere ESX ~

.20,53 0
Q 10

0 o 100

Subsystem CPU utilization(%) el
vimjvmvisor [ g 5
vim Iu.sw
system 0.16
vimjvmvisor/plugins [}l 5 2
0 5 10 15 20 25
Virtual CPU used(%) <«
tgdedtm155v0007 .. 50.85
tgdedtm155v0012 .. .3 54
tgdedtm13sv001l ... |8 4 5g
tgdedtm155v0013 ... 423
0 20 40 0 30
VM CPU ready() <«
tgdedtm155v0013 .. 0.28
tgdedtm155v0006 0.28
tgdedtm155v0015 .. 0.28
0 01 02 0.3 0.4

Overall physical CPU t...(%)

Name | 172.31.1.81 ~

Physical CPU usage of ..(%)

. 19.79
0 10

0

Physical CPU used{Mhz)

0 2000 4000 6000 8000 1

Physical CPU used by VMs(Mhz)

tgdedimy tgdedtm155v0007 (ns-1b) : 2630 32630
tgdedtm15sv0012 .-435
tgdedtm13sv001l ... B8 557
tgdedtm1Ssv0013 .. [ 54
0 1000 2000 3000

Physical CPU throttled by VMs(3%)

tgdedtm15ci0100 I0
tgdedtm155v0015 ... | g
. I°
0

tgdedtm155v0011 ...

tgdedtm155v0013

tgdedtm155v0002 0

0000

4000

4 Back

Figure 10.151: A Virtual Dashboard
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The Virtual Dashboard groups the data collected into subsystems, and presents the data in the interface based
on your choice of subsystem. The subsystems supported by this interface are as follows:

« Physical Server Analysis
« Outside view of VMs

« Inside view of VMs

The sections that will follow discuss each of these subsystems in detail.

10.6.1 Physical Server Analysis - CPU

By default, the Virtual Dashboard allows you to focus on how the host operating system and the VMs are
utilizing the physical CPU resources of the target host. Accordingly, Physical Server Analysis is chosen as the
Subsystem, and CPU is chosen from the View list, by default (see Figure 10.152). The contents of this default
CPU dashboard have been discussed below:

1.

The CPU dashboard begins with dial charts that will frequently update you with the current state and values
for critical CPU usage metrics related to the host operating system. You can promptly detect sudden
spikes in CPU usage by the host using these dial charts.

Note:

You can configure what CPU usage statistics need to be represented using dial charts by following the
steps discussed below:

« Edit the eg_dashboard.ini file in the <EG_INSTALL_DIR>manager\config directory.

« In the [CPUAnalysis] section of the file, you will find a parameter of the following format for each of the

virtualization platforms that is being monitored by eG Enterprise:
<InternalComponentType>_GAUGE

This parameter is typically set to a comma-separated list of measures for which dial charts are to be
displayed in the dashboard.

By default, this parameter is set to a pre-configured list of CPU-related metrics extracted from the
corresponding <InternalComponentType>.

You can override this default setting by adding more measures to the comma-separated list, or by
removing one/more existing measures. To add another measure, append an entry of the following
format to the comma-separated list that follows the <InternalComponentType> GAUGE parameter:

<InternalTest>:<InternalMeasure>:<DisplayName>

For instance, to add a dial chart for the Physical CPU Usage measure reported by the CPU - ESX test of
the VMware vSphere ESX component, your entry should be: VmEsx_i_server_ GAUGE=. . . . . .
.,EsxCpuSummaryTest:Usage:Physical server CPU usage

To know the internal component type, test, and measure names, refer to page of this document.

« Finally, save thefile.
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Note that dial charts can be used to represent only those measures that report values in
percentage.

2. Clicking on a dial chart will lead you to the Layer tab page, where you can view the layer and test that
reported the measure represented by that dial chart (see Figure 10.153).
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Figure 10.152: Figure 10.155: Clicking on a dial chart in the Physical Server CPU Analysis dashboard

3. Below the dial charts, you will find a default collection of comparison bar charts that typically compare
CPU usage across the host's processors, the host's subsystems, the physical CPU usage across VMs,
and the virtual CPU usage across VMs. Using these graphs, resource-intensive processors, subsystems,
and VMs can be accurately identified.

Note:

You can configure what CPU usage statistics need to be represented using the comparison bar charts, by
following the steps discussed below:

« Edit the eg_dashboard.ini file in the <EG_INSTALL_DIR>manager\config directory.

« In the [CPUAnalysis] section of the file, you will find a parameter of the following format for each of the
virtualization platforms that is being monitored by eG Enterprise:

<InternalComponentType>
This parameter is typically set to a comma-separated list of measures for which comparison bar charts are to
be displayed in the dashboard.
By default, this parameter is set to a pre-configured list of CPU-related metrics extracted from the

corresponding <InternalComponentType>.

« You can override this default setting by adding more measures to the comma-separated list, or by
removing one/more existing measures. To add another measure, append an entry of the following
format to the comma-separated list that follows the <InternalComponentType> parameter:
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<InternalTest>:<InternalMeasure>:<DisplayName>

For instance, to add a comparison graph for the VM CPU Extra measure reported by the EsxGuestDetails

test of the VMware vSphere ESX component, your entry should be: VmEsx_i_server =

., EsxGuestTest:Cpu_extra:VM CPU Extra

To know the internal component type, test, and measure names, refer to page of this document.

. Finally, save thefile.

It is recommended that you configure comparison graphs for only those measures that
support descriptors.

4. If a comparison graph appears too cluttered, you can view that graph more clearly by enlarging it. To do so,
click on that graph. The graph will then appear as depicted below:
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Figure 10.153: Figure 10.156: Enlarging a comparison bar chartin the Physical Server CPU Analysis

dashboard

5. By default, in the enlarged mode, the comparison bar chart will display all the compared elements (i.e.,
descriptors). This is why, the Show list is set to ALL by default. If you want the graph to display only a few
best or a few worst players in a particular area, then, pick a TOP-N or LAST-N option from the Show list. To
collapse the enlarged graph, click on it again.

Back in the dashboard, you will find that a Details of VMs table follows the comparison bar charts. By

default, this table compares the physical and virtual CPU usage of each of the VMs so that, you can
clearly identify the following:

« The VM causing a severe dent in the physical resources of the host;

« The VM using the allocated CPU resources excessively

By default, this table is sorted in the descending order of the Physical CPU utilization column. To sort the
table in the ascending order of the same column, click on the down arrow button that appears adjacent to
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the column heading, Physical CPU utilization (%). To sort the table on the basis of the values of another
column, click on the title of the corresponding column.

Note:

You can configure additional measure columns to the Details of VMs table by following the procedure
discussed below:

« Edit the eg_dashboard.ini file in the <EG_INSTALL_DIR>manager\config directory.

« In the [CPUAnalysis] section of the file, you will find a parameter of the following format for each of the
virtualization platforms that is being monitored by eG Enterprise:

<InternalComponentType>_DATA

This parameter is typically set to a comma-separated list of measures that will appear as columns in
the Details of VMs table.

By default, this parameter is set to a pre-configured list of CPU usage statistics extracted from each
VM on the corresponding <InternalComponentType>.

« You can override this default setting by adding more measures to the comma-separated list, or by
removing one/more existing measures. To add another measure, append an entry of the following
format to the comma-separated list that follows the <InternalComponentType> DATA parameter:

<InternalTest>:<InternalMeasure>

Forinstance, to add a column for the VM CPU Extra measure reported by the EsxGuestDetails test of the
VMware vSphere ESX component, your entry should be: VmEsx_i_server_ DATA = . . . . .
.,LEsxGuestTest:Cpu_extra

To know the internal component type, test, and measure names, refer to page of this document.
« Finally, save thefile.

7. To historically analyze the physical CPU usage of the host and the VMs, you can view historical measure
graphs in your dashboard, instead of the default comparison bar charts. To do this, click on the ““ icon at
the right, top corner of your dashboard. This will result in the display of measure graphs, plotted for a
default duration of 1 hour, for each of the measures for which comparison bar charts were originally
displayed.
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Figure 10.154: Figure 10.157: Viewing historical measure graphs in the Physical Server CPU Analysis

dashboard

CPU usage has varied during the last hour, and when the CPU contention actually began.

To view a measure graph more clearly, click on it. This will enlarge the graph (see Figure 10.155).

In the event of a contention for CPU resources, you can use these measure graphs to understand how
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Figure 10.155: Figure 10.158: Enlarging a measure graph in the Physical Server CPU Analysis dashboard

10. Inthe enlarged mode, you can change the Timeline of the graph. You can also pick a TOP-N or LAST-Noption
from the Show list to analyze the time-of-day variations in the performance of a few best/worst players in
the chosen performance arena. To return to the dashboard, click on the enlarged graph.

10.6.2 Physical Server Analysis - Memory

To quickly analyze physical memory usage by the virtual host and its VMs, and to precisely point to the VMs

that are eroding the memory resources of the host, select Memory from the View list. Figure 10.156 will then
appear.
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Figure 10.156: The Physical Server Memory Analysis dashboard

The contents of Figure 10.156 have

1.
the host or not.

Note:

been detailed below:

A glance at the pie chart in the Memory dashboard will indicate to you whether a memory crunch exists on

By default, the pie chart will denote the size of Free memory and Used Memory on the target virtual host. If
you want the pie chart to represent more measures, do the following:

« Edit the eg_dashboard.ini file in the <EG_INSTALL_DIR>manager\config directory.

« In the [MemoryAnalysis] section of the file, you will find a parameter of the following format for each of
the virtualization platforms that is being monitored by eG Enterprise:

<InternalComponentType>_PIE
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This parameter is typically set to a comma-separated list of measures that will be represented in the
pie chart in the Memory dashboard.

By default, this parameter is set to the Free memory and Used memory measures.

« You can override this default setting by adding more measures to the comma-separated list, or by
removing one/more existing measures. To add another measure, append an entry of the following
format to the comma-separated list that follows the <InternalComponentType>_PIE parameter:

<InternalTest>:<InternalMeasure>:<DisplayName>

For instance, to make sure that the pie chart also represents the value of the Memory granted measure
reported by the Memory - ESX test of the VMware vSphere ESX component, your entry should be: VmEsx_
i_server PIE=....... ,EsxMemoryTest:Memory_granted:Memory granted

To know the internal component type, test, and measure names, refer to page of this document.
« Finally, save the file.

Note that dial charts can be used to represent only those measures that report values in
percentage.

2. The dial charts in the dashboard indicate the current state and values for critical memory usage metrics
related to the host operating system. You can promptly detect sudden spikes in host's memory usage
using these dial charts.

3. Clicking on a dial chart will lead you to the Layer tab page, where you can view the layer and test that
reported the measure represented by that dial chart.

4. Below the dial charts, you will find a table that indicates the current state and the current values for a
default collection of critical memory usage-related metrics. This table allows you to focus on important
usage metrics so that, you can instantly detect any change in the state of any such a metric, and
immediately initial remedial steps.

Note:

If need be, you can alter the list of metrics that are displayed in this table by following the steps below:
« Edit the eg_dashboard.ini file in the <EG_INSTALL_DIR>\manager\config directory.

« In the [MemoryAnalysis] section of the file, you will find a parameter of the following format for each of
the virtualization platforms that is being monitored by eG Enterprise:

<InternalComponentType>_Memory DATA

This parameter is typically set to a comma-separated list of measures that need to be included in the
table of metrics in the Memory dashboard.

By default, this parameter is set to a pre-configured list of memory usage-related metrics extracted
from the corresponding <InternalComponentType>.

« You can override this default setting by adding more measures to the comma-separated list, or by
removing one/more existing measures. To add another measure, append an entry of the following
format to the comma- separated list that follows the <InternalComponentType>_ Memory_ DATA
parameter:
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5.

6.

<InternalTest>:<InternalMeasure>

Forinstance, to add the Free physical memory measure reported by the Memory - ESX test of the VMware
vSphere ESX component, your entry should be: VmEsx_i_server_Memory_ DATA = . . . . .
.,EsxMemoryTest:Machine_free_memory

To know the internal component type, test, and measure names, refer to page of this document.
« Finally, save the file.

Next to the table, you will find a default collection of comparison bar charts that typically compare physical
memory usage across VMs. Using these graphs, memory-intensive VMs can be isolated.

Note:

You can configure what memory usage statistics need to be represented using the comparison bar charts,
by following the steps discussed below:

« Edit the eg_dashboard.ini file in the <EG_INSTALL_DIR>manager\config directory.

« In the [MemoryAnalysis] section of the file, you will find a parameter of the following format for each of
the virtualization platforms that is being monitored by eG Enterprise:

<InternalComponentType>

This parameter is typically set to a comma-separated list of measures for which comparison bar charts are
to be displayed in the dashboard.

By default, this parameter is set to a pre-configured list of memory usage-related metrics extracted
from the corresponding <InternalComponentType>.

« You can override this default setting by adding more measures to the comma-separated list, or by
removing one/more existing measures. To add another measure, append an entry of the following
format to the comma-separated list that follows the <InternalComponentType> parameter:

<InternalTest>:<InternalMeasure>:<DisplayName>

For instance, to add a comparison graph for the Current swap memory measure reported by the
EsxGuestDetails test of the VMware vSphere ESX component, your entry should be: VmEsx_i_server=.....
. ,EsxGuestTest:Swapped_memory:Swap memory

To know the internal component type, test, and measure names, refer to page of this document.
« Finally, save thefile.

It is recommended that you configure comparison graphs for only those measures that
support descriptors.

If a comparison graph appears too cluttered, you can view that graph more clearly by enlarging it. To do so,
click on that graph. Figure 10.157 will then appear as depicted below:
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Figure 10.157: Enlarging a comparison bar chartin the Physical Server Memory Analysis dashboard

7. By default, in the enlarged mode, the comparison bar chart will display all the compared elements (i.e.,
descriptors). This is why, the Show list is set to ALL by default. If you want the graph to display only a few
best or a few worst players in a particular area, then, pick a TOP-N or LAST-N option from the Show list.

8. Back in the dashboard, you will find that a Details of VMs table follows the comparison bar charts. By
default, this table compares the physical and virtual memory usage of each of the VMs so that, you can
clearly identify the following:

» The VM causing a severe dent in the physical memory resources of the host;
» The VM using the allocated memory resources excessively

By default, this table is sorted in thedescending order of the Physical memory consumed column. To sort the
table in the ascending order of the same column, click on the down arrow button that appears adjacent to
the column heading, Physical memory consumed (GB). To sort the table on the basis of the values of another
column, click on the title of the corresponding column.

Note:

You can configure additional measure columns for the Details of VMs table by following the procedure
discussed below:

« Edit the eg_dashboard.ini file in the <EG_INSTALL_DIR>manager\config directory.

« In the [MemoryAnalysis] section of the file, you will find a parameter of the following format for each of
the virtualization platforms that is being monitored by eG Enterprise:

<InternalComponentType>_DATA

This parameter is typically set to a comma-separated list of measures that will appear as columns in
the Details of VMs table.

By default, this parameter is set to a pre-configured list of memory usage statistics extracted from
each VM on the corresponding <InternalComponentType>.
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« You can override this default setting by adding more measures to the comma-separated list, or by
removing one/more existing measures. To add another measure, append an entry of the following
format to the comma-separated list that follows the <InternalComponentType>_DATA parameter:

<InternalTest>:<InternalMeasure>

For instance, to add a column for the Current swap memory measure reported by the EsxGuestDetails
test of the VMware vSphere ESX component, your entry should be: VmEsx_i_server DATA =. ... ..
., EsxGuestTest:Swapped_memory

To know the internal component type, test, and measure names, refer to page of this document.
« Finally, save thefile.

9. To historically analyze the physical memory usage of the host and the VMs, you can view historical
measure graphs in your dashboard, instead of the default comparison bar charts. To do this, click on the %
icon at the right, top corner of your dashboard. This will result in the display of measure graphs, plotted for
a default duration of 1 hour, for each of the measures for which comparison bar charts were originally
displayed.
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Figure 10.158: Viewing historical measure graphs in the Physical Server Memory Analysis dashboard

In the event of a contention for memory resources, you can use these measure graphs to understand how

memory was used during the last hour, and when the memory erosion actually began.
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11.

To view a measure graph more clearly, click on it. This will enlarge the graph (see Figure 10.159).
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Figure 10.159: Enlarging a measure graph in the Physical Server Memory Analysis dashboard

12. In the enlarged mode, you can change the Timeline of the graph. You can also pick a TOP-N or LAST-N
option from the Show list to analyze the time-of-day variations in the performance of a few best/worst

players in the chosen performance arena. To return to the dashboard, click on the enlarged graph.

10.6.3 Physical Server Analysis - Disk

To quickly analyze disk activity and disk space usage by the virtual host and its VMs, and to precisely point to
the VMs that are consuming too much disk space, select Disk from the View list. Figure 10.160 will then
appear.
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Figure 10.160: The Physical Server Memory Disk dashboard

The contents of Figure 10.160 have been detailed below:

1. A glance at the pie chart in the Disk dashboard will indicate to you whether a space crunch exists on the

host or not.
Note:

By default, the pie chart will denote the Free space and Used space on the target virtual host. If you want the
pie chart to represent more measures, do the following:

« Edit the eg_dashboard.ini file in the <EG_INSTALL_DIR>manager\config directory.

« In the [DiskAnalysis] section of the file, you will find a parameter of the following format for
each of the virtualization platforms that is being monitored by eG Enterprise:

<InternalComponentType>_PIE

This parameter is typically set to a comma-separated list of measures that will be represented
in the pie chart in the Disk dashboard.

By default, this parameter is set to the Free space and Used space measures.

« You can override this default setting by adding more measures to the comma-separated list,
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or by removing one/more existing measures. To add another measure, append an entry of the
following format to the comma-separated list that follows the <InternalComponentType>_PIE
parameter:

<InternalTest>:<InternalMeasure>:<DisplayName>

For instance, to make sure that the pie chart also represents the value of the Physical disk
capacity measure reported by the Datastores - Esx test of the VMware vSphere ESX component,
your entry should be: VmEsx_i_server_PIE=....... ,EsxDiskUsageTest: Total_capacity:Physical disk
capacity

To know the internal component type, test, and measure names, refer to page of this document.

2. The dial charts in the dashboard indicate the current state and values for critical space usage metrics
related to the host operating system. You can promptly detect which disk partition / storage adapter on the
host is currently facing a space crunch, using these dial charts.

Note:

You can configure what disk space usage statistics need to be represented using dial charts by following
the steps discussed below:

« Edit the eg_dashboard.ini file in the <EG_INSTALL_DIR>manager\config directory.

« In the [DiskAnalysis] section of the file, you will find a parameter of the following format for each of the
virtualization platforms that is being monitored by eG Enterprise:
<InternalComponentType>_GAUGE
This parameter is typically set to a comma-separated list of measures for which dial charts are to be
displayed in the dashboard.

By default, this parameter is set to a pre-configured list of space usage-related metrics extracted from
the corresponding <InternalComponentType>.

« You can override this default setting by adding more measures to the comma-separated list, or by
removing one/more existing measures. To add another measure, append an entry of the following
format to the comma-separated list that follows the <InternalComponentType> GAUGE parameter:

<InternalTest>:<InternalMeasure>:<DisplayName>

Forinstance, to add a dial chart for the Percent usage measure reported by the DiskSpace - Console test
of the VMware vSphere ESX component, your entry should be: VmEsx_i_server_ GAUGE=. . . . . .
.,CSLDiskSpaceTest:Percent usage:Percent usage

« Toknow the internal component type, test, and measure names, refer to page of this document.

« Finally, save the file.

Note that dial charts can be used to represent only those measures that report values in
percentage.

3. Clicking on a dial chart will lead you to the Layer tab page, where you can view the layer and test that
reported the measure represented by that dial chart.
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4.

5.

Below the dial charts, you will find a default collection of comparison bar charts that reveal how disk space
is utilized by the disk partitions on the host, and how the VMs use the disk space allocated to them. Using
these graphs, disk partitions and VMs that use their disk space resources excessively, can be clearly
identified.

Note:

You can configure what space usage statistics need to be represented using the comparison bar charts,
by following the steps discussed below:

« Edit the eg_dashboard.ini file in the <EG_INSTALL_DIR>manager\config directory.

« In the [DiskAnalysis] section of the file, you will find a parameter of the following format for each of the
virtualization platforms that is being monitored by eG Enterprise:

<InternalComponentType>

This parameter is typically set to a comma-separated list of measures for which comparison bar charts are
to be displayed in the dashboard.

By default, this parameter is set to a pre-configured list of disk space usage-related metrics extracted
from the corresponding <InternalComponentType>.

« You can override this default setting by adding more measures to the comma-separated list, or by
removing one/more existing measures. To add another measure, append an entry of the following
format to the comma-separated list that follows the <InternalComponentType> parameter:

<InternalTest>:<InternalMeasure>:<DisplayName>

For instance, to add a comparison graph for the Percent usage measure reported by the DiskSpace -
Console test of the vSphere/ESX (i) component, your entry should be: VmEsx_i_server =. . . . ..
.,CSLDiskSpaceTest:Percent_usage:Percent usage

To know the internal component type, test, and measure names, refer to page of this document.
« Finally, save the file.

It is recommended that you configure comparison graphs for only those measures that
support descriptors.

If a comparison graph appears too cluttered, you can view that graph more clearly by enlarging it. To do so,
click on that graph. The graph will then appear as depicted below:
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Figure 10.161: Enlarging a comparison bar chartin the Physical Server Disk Analysis dashboard

6. By default, in the enlarged mode, the comparison bar chart will display all the compared elements (i.e.,
descriptors). This is why, the Show list is set to ALL by default. If you want the graph to display only a few
best or a few worst players in a particular area, then, pick a TOP-N or LAST-N option from the Show list.

7. Back in the dashboard, you will find that a Details of VMs table follows the comparison bar charts. By
default, this table compares the space usage of the VMs configured on the target host so that, you can
clearly identify the VM that may soon run out of space

By default, this table is sorted in the descending order of the Total capacity column. To sort the table in the
ascending order of the same column, click on the down arrow button that appears adjacent to the column
heading, Total capacity (GB). To sort the table on the basis of the values of another column, click on the title
of the corresponding column.

Note:

You can configure additional measure columns for the Details of VMs table by following the procedure
discussed below:

. Edit the eg_dashboard.ini file in the <EG_INSTALL_DIR>manager\config directory.

« In the [DiskAnalysis] section of the file, you will find a parameter of the following format for
each of the virtualization platforms that is being monitored by eG Enterprise:

<InternalComponentType>_DATA

This parameter is typically set to a comma-separated list of measures that will appear as
columns in the Details of VMs table.

By default, this parameter is set to a pre-configured list of space usage statistics extracted
from each VM on the corresponding <InternalComponentType>.

« You can override this default setting by adding more measures to the comma-separated list,
or by removing one/more existing measures. To add another measure, append an entry of the
following format to the comma-separated list that follows the <InternalComponentType> DATA
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parameter:
<InternalTest>:<InternalMeasure>

For instance, to add a column for the Disk reads measure reported by the EsxGuestDetails test
of the vSphere/[ESX(i) component, your entry should be: VmEsx_i_server_ DATA = .. ...
., EsxGuestTest:Reads

To know the internal component type, test, and measure names, refer to page of this
document.

« Finally, save thefile.

8. To historically analyze the disk space usage of the host and the VMs, you can view historical measure
graphs in your dashboard, instead of the default comparison bar charts. To do this, click on the
icon at the right, top corner of your dashboard. This will result in the display of measure graphs, plotted for
a default duration of 1 hour, for each of the measures for which comparison bar charts were originally
displayed.
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Figure 10.162: Viewing historical measure graphs in the Physical Server Memory Analysis dashboard

9. In the event of a space crunch, you can use these measure graphs to understand how disk space was
used by the host and the VMs during the last hour, and when the space erosion actually began.

10. Toview a measure graph more clearly, click on it. This will enlarge the graph (see Figure 10.163).
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Figure 10.163: Enlarging a measure graph in the Physical Server Memory Analysis dashboard

11. In the enlarged mode, you can change the Timeline of the graph. You can also pick a TOP-N or LAST-N
option from the Show list to analyze the time-of-day variations in the performance of a few best/worst

players in the chosen performance arena. To return to the dashboard, click on the enlarged graph.

10.6.4 Outside View Analysis

Knowing how the VMs on a virtual host are utilizing the physical resources of the host will enable
administrators to isolate resource-deficiencies at the host level, and to accurately identify resource-intensive
VMs. The Outside View dashboard provided by eG Enterprise facilitates such an analysis for each VM
configured on a virtual host. To view this dashboard, select the Outside view of VMs option from the Subsystem
list, and pick the VM for which the outside view is to be analyzed, from the VM list.
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Figure 10.164: The Outside view of VMs dashboard

Doing so will invoke the following details (see Figure 10.164):

1. The VM Details section displays the IP address of the chosen VM, the operating system on which the VM

runs, the datastores used by the VM and the availability of each datastore.

2. Below this section you will find a series of bar charts, each reporting the current value of a pre-configured
outside view metric. From these bar charts, you can quickly figure out how that VM is utilizing the physical

CPU, memory, and disk resources of the host.

Note:

You can configure what outside view statistics need to be represented using bar charts by following the

steps discussed below:

« Edit the eg_dashboard.ini file in the <EG_INSTALL_DIR>manager\config directory.

« Inthe [OutsideViewAnalysis] section of the file, you will find a parameter of the following format for each

of the virtualization platforms that is being monitored by eG Enterprise:

<InternalComponentType>_BAR

This parameter is typically set to a comma-separated list of measures for which bar charts are to be

displayed in the dashboard.

By default, this parameter is set to a pre-configured list of outside view metrics extracted from the

corresponding <InternalComponentType>.

« You can override this default setting by adding more measures to the comma-separated list, or by
removing one/more existing measures. To add another measure, append an entry of the following

format to the comma-separated list that follows the <InternalComponentType>_BAR parameter:

<InternalTest>:<InternalMeasure>:<DisplayName>
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For instance, to add a bar chart for the Memory swap in rate measure reported by the EsxGuestDetails
test test of the vSphere/ESX(i) component, your entry should be: VmEsx_i_server BAR=. . . . ..
., EsxGuestTest:Swap_In_Rate:Swap rate

To know the internal component type, test, and measure names, refer to Page of this document.
« Finally, save thefile.

3. Below the bar charts, you will find a metrics table, where pre-configured outside view metrics are
displayed, and the current value and state of each metric is reported. This way, you can quickly spot any
sudden change in the state or values of critical statistics.

Note:

You can configure what outside view metrics are to be displayed in the metrics table, by following the
steps below:

« Edit the eg_dashboard.ini file in the <EG_INSTALL_DIR>manager\config directory.

« Inthe [OutsideViewAnalysis] section of the file, you will find a parameter of the following format for each
of the virtualization platforms that is being monitored by eG Enterprise:

<InternalComponentType>_data

This parameter is typically set to a comma-separated list of measures that need to appear in the
metrics table in the outside view dashboard.

By default, this parameter is set to a pre-configured list of outside view metrics extracted from the
corresponding <InternalComponentType>.

« You can override this default setting by adding more measures to the comma-separated list, or by
removing one/more existing measures. To add another measure, append an entry of the following
format to the comma-separated list that follows the <InternalComponentType> _DATA parameter:

<InternalTest>:<InternalMeasure

For instance, to add the Memory swap in rate measure reported by the EsxGuestDetails test test of the
vSphere/ESX(i) component to the metrics table, your entry should be:: VmEsx_i_server DATA=....... ,
EsxGuestTest:Swap_In_Rate:Swap rate

To know the internal component type, test, and measure names, refer to page of this document.

« Finally, save the file.

10.6.5 Inside View Analysis

Though the outside view can point you to the resource-intensive VM on a virtual host, you would have to zoom
into the problem VM to figure out what is causing the resource contention. For this purpose, you require an
inside view of a VM. Using the inside view dashboard provided by eG Enterprise, you can perform an effective
analysis of the internal workings of a particular VM.

To access this dashboard, pick the Inside view of VMs option from the Subsystem list in the Virtual tab page, and
then pick the VM of interest to you.
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Figure 10.165: Figure 10.168: The Inside view of VMs dashboard

Doing so will display all the performance metrics extracted from within the chosen guest, in real-time. You are
thus enabled to cross-correlate across the various metrics, and quickly detect the root-cause of
current/probable disturbances to the internal health of a guest.

To view the time-of-day variations in a measure, you can view its graph by clicking on that measure. By
default, the graph in Figure 10.166 is plotted for a period of 1 hour. If need be, you can alter the graph Timeline,
so that you can effectively analyze performance patterns across longer/shorter time periods.

If the VM had been migrated/Vmotioned to another ESX server during the specified Timeline, then the resulting
graph will depict how that measure has performed in both the ESX servers. This way, you can better
understand the impact of a VM migration across ESX servers, and decide on resource allocations and
subsequent migrations accordingly.

10.7 The VM Dashboard

In large virtualized infrastructures today, a number of business-critical applications are being deployed on tens
of virtual machines configured on a variety of virtualization platforms (e.g., VMware ESX, Citrix XenServer,
Solaris LDoms, etc.), so as to optimize space and resource usage. In such environments, excessive
resource usage by a single VM or a resource pool on a virtual host can cause a huge dent in the resources
available to other VMs, thereby affecting the performance of the applications executing on those VMs! To
ensure a high uptime for their key applications, administrators need to track in real-time the resource usage
across VMs and physical servers regardless of the underlying virtualization platform, quickly detect abnormal
usage patterns, accurately identify the VM(s) responsible for the same, and promptly initiate corrective action.
Likewise, in environments where centralized management tools such as VMware vCenter are used,
administrators also need to keep tabs on the availability and overall health of these tools, so as to ensure that
performance degradations that the tool experiences does not impact the performance of the ESX servers it
manages.

eG Enterprise provides a single, central VM Dashboard that provides an integrated interface from where
administrators can compare resource usage across physical servers and VMs on each physical server, and
provides them with real-time insights into the health of the physical servers, the status of the VMs, and how
each VM currently uses the allocated and physical resources available to it.

Using this dashboard, administrators can:
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vV V VY V

>
To

Understand, from a single look, the composition of the managed virtualized environment - in other words,
using the dashboard, you can easily view and instantly figure out the complete hierarchical structure of
your virtualized environment; for instance, for a VMware environment, the dashboard will help you identify
the number of vCenter servers that are being managed, the number of datacenters configured on each
vCenter, the clusters (if any) that exist within the datacenters, the ESX servers being managed by every
datacenter, the resource pools on each ESX server, and the VMs that each resource pool comprises of.

Detect at a glance, excessive resource usage by any VM, cluster, resource pool, or a physical server
from across the environment, regardless of the virtualization technology in use; quickly diagnose the root-
cause of the resource drain with the help of efficient drill down features;

Accurately identify resource-intensive VMs/resource pools/clusters/physical servers;
Promptly detect unavailable datastores;
Instantly spot a powered-off VM anywhere in the environment;

Know which VM is currently operating on which physical server, and thus keep tabs on VMotion/XenMotion (as
the case may be) activities;

View a consolidated list of issues currently encountered by physical servers and virtual machines across the
environment and also per virtual component, so as to ease the troubleshooting efforts of a dedicated help-desk;

Quickly identify and troubleshoot issues with vCenter servers (if any) in the environment;

access the VM Dashboard, click on the icon available in the Monitor tab. Then, select the Virtual

Dashboard option in the Dashboards tile. Figure 10.166 then appears:
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Figure 10.166: Figure 10.169: The VM Dashboard

The VM Dashboard of Figure 10.166 comprises of two panels. The left panel boasts of a tree-structure,
comprising of a default global node named Zones. All the zones/farms in the target environment that have been
configured with one/more virtual hosts (eg., VMware ESX servers, Citrix XenServers, etc.) or VMware
vCenter servers, will be the sub-nodes of the Zones node. If you expand a particular zone node in the tree, you
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will find that the virtual component-types that have been added to that zone appear as its sub-nodes. If you
expand any node under the zone node that corresponds to a particular virtual server-type (eg., VMware vSphere
ESX, VMware vSphere VDI, Citrix XenServer, etc.), then such a tree will typically comprise of virtual hosts of that
type that are included in the zone. Expanding the virtual host node will reveal the VMs executing on that host
and resource pools (if any) configured on that host.

In addition to sub-nodes representing a virtual server-type, if a VMware vCenter component has been added to
the zone, then a VMware vCenter sub-node will also appear under the corresponding zone node. If you expand
the node representing the VMware vCenter component-type under a zone, then all the managed vCenter servers
will appear as its sub-nodes. Expanding a particular vCenter server node will reveal the folders (if any)
configured on that vCenter server; similarly, expanding a particular folder node will reveal the datacenters (if
any) that are being managed by that vCenter server. To view the virtual hosts/clusters configured within a
datacenter, you will have to expand the corresponding datacenter node. While the cluster tree will contain
virtual hosts within the cluster as its sub-nodes, expanding a virtual host tree will reveal the VMs and resource
pools that are executing on that virtual host. You can also view the virtual host tree by expanding any node
that corresponds to a virtual host type under the a particular zone node. The state of a node in the tree
depends upon the current state of its sub-nodes. Independent virtual hosts/vCenter servers that are not part of
any existing zone will be automatically grouped under the Default zone tree (see Figure 10.167).
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Figure 10.167: Figure 10.170: The Virtual Infrastructure tree

By default, the tree-structure lists all virtual hosts, clusters, and virtual machines. Accordingly, when you click
on the & button at the right, top comer of the left panel, both the Hosts And Clusters and Show Virtual Machines
options will be chosen by default from the Display Settings section (see Figure 4.84) that appear. To view only
the VMs in the tree, select the Show Virtual Machines check box, but deselect the Hosts And Clusters check
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box. To hide VMs from the tree-view, select the Hosts And Clusters check box, but leave the Show Virtual
Machines check box deselected.

DISPLAY SETTINGS X

2 Hosts And Clusters

2 show Virtual Machines

Figure 10.168: Figure 10.171: Display settings for the tree-view

The right panel (see Figure 10.168) is a context-sensitive panel, the contents of which will vary according to
the node chosen from the left panel. By default, this panel provides 4 tab pages - a Summary tab page that
provides a quick summary of performance and problem information pertaining to the node chosen from the
tree, a VMs tab page that provides current status updates related to virtual machines, a Hosts tab page that
displays virtual host-specific metrics gathered in real-time, and a Current Events tab page that lists the
problems currently experienced by virtual hosts and guests. By default, all the tab pages provide information
pertaining to managed VMware vSphere ESX servers in the environment. Accordingly, the VMware vSphere ESX
option is chosen from the drop-down list in the top, right corner of the right panel (indicated by Figure 10.168).
You can view details for a different virtual component type, by selecting a different option from this drop-down
list.

Note:

As stated earlier, by default, the tab pages in the right panel provide details related to VMware vSphere ESX
servers. This default setting can be overridden in the following manner:
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> Click on the * button at the right, top corner of the right panel. Figure 10.169 then appears.

CONFIGURATION SETTINGS

Show/Hide Virtual Component types
Shown Hidden
VMware wCenter
VMware vSphere ESX
Citrix XenServer
Citrix XenServer - Vi

DefaultType WMware vSphere ESX w

Maximum number of VMs/Hosts in
VMs,/Hosts tab page

10 ~

Refresh Frequency 240

Top N Components/VMs in Summary tab page | 5

Show powered off WMI(s) in VMs tab page *) Yes Mo

Show insideview state for VM(s) (=) Yes Mo
Add/Delete measures = Aadd Delete
Add/Delete measures in Summary (=) WMs /Hosts
Measures to =) VMs Hosts
Component Flease choose a component w
Test Please choose a test ~
Measure Please choose a measure ~

Display Name

Figure 10.169: Figure 10.172: The Configuration Settings page

» Where vSphere servers are managed, by default, the VMware vSphere ESX option is chosen from the
DefaultType list in Figure 10.169, indicating that the details in the right panel pertain to the managed
vSphere components by default. To change the default setting, you will have to select a different option
from the DefaultType list as indicated by Figure 10.169.

» Then, click the Update button in Figure 10.169.

Similarly, every tab page, by default, displays the details of the top 10 VMs/virtual hosts only. This is
indicated by the default value 10 chosen from the Limit to list at the right, top corner of each tab page. To view
more (or less) number of records in the tab pages, you will have to select a different value from the Limit to list.
Alternatively, you can even override the default value 10, so that the tab pages display more or a less number
of records by default. To achieve this, click the ® button in the right panel, and set the Maximum number of
VMs/Hosts in VMs/Hosts tab page parameter in Figure 10.169 that appears next to any value other than 10.

The sections to come take you on a guided tour of each of the tab pages.

10.7.1 The Summary Tab Page

The Summary tab page serves as a single, central interface that combines ‘problem and performance
information’ related to virtual infrastructures. Using this tab page, administrators can perform the following
with ease:
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» Oversee, by a mere glance, the composition of and the all-round performance of the virtual infrastructure as a
whole or of the virtual infrastructure component chosen from the tree;

» View a consolidated list of current alarms pertaining to the node chosen from the tree, and instantly identify
problem-prone virtual infrastructure elements;

» Receive real-time updates of the resource usage of physical servers and virtual machines, and instantly
identify the hosts/guests experiencing a resource contention;

» Easily analyze and accurately detect disconcerting trends in the resource usage of the physical servers and
virtual machines.

This section elaborately discusses the contents and usage of this tab page.

1.

If the global Zones node is chosen from the tree, the Summary tab page in the right panel will, by default,
provide a quick overview of the composition and performance of the monitored VMware vSphere ESX servers
spread across all the managed zones in the environment (see Figure 10.170). To view the performance
summary of a different virtualization platform, select a different option from the drop-down list in the right,
top corner of the Summary tab page. By default, VMware vSphere ESX is chosen from this list.
E') =] m VMs Hosts Current Events Components: | VMware vSphere VDI v ‘)(
&l @Default Infrastructure Overview Current Alarms
El ) Ozona 4 20 18 1ofzAlarms € ¥
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B commer Alarms for Hypervisors Alarms for VMs/Desktops
) QPark
Physical Servers Alarm Count Current Alarms Virtual Machines Alarm Count  Current Alarms
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Figure 10.170: The Summary tab page if the global Zones node is clicked

2. For the default VMware vSphere ESX infrastructure, this tab page provides an Infrastructure Overview section

that briefly discusses the key ingredients of the virtual infrastructure - i.e., the number of managed
physical servers in the target virtual environment, the total number of VMs on the physical servers, the
number of VMs that are currently powered on, and the number of alarms currently open on the
infrastructure elements. For more details about the target environment, simply move your mouse pointer
over every value displayed in the Infrastructure Overview section. For instance, to know the names of
physical servers that are being managed in the environment, simply move the mouse pointer over the
value corresponding to Physical Servers in the Infrastructure Overview section. The Summary tab page will
then change to display a pop-up that lists the names of the physical VMware vSphere ESX servers managed
in the environment (see 10.7.1). This way, you can view the names of virtual machines executing on the
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physical servers, the names of powered on VMs, and also the list of current alarms pertaining to the
environment. Besides helping you identify VMs that are powered-off currently, the Infrastructure Overview
also enables you determine the number and nature of the unresolved problems in the environment.
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Figure 10.171: The names of physical VDI servers displayed in a pop-up

3. Now that you know the names of the physical servers, you might want to analyze the current resource
usage of each of these servers to ascertain whether they are experiencing any resource shortages or not.
For that, click on the Physical Servers label in the Infrastructure Overview section of Figure 10.173. This leads
you straight to the Hosts tab page of the global Zones node, which displays the physical servers, their
current state, and also the resource usage metrics pertaining to each server (see Figure 10.173).
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Figure 10.172: The Hosts tab page appears when the ‘Physical servers’ label in the Summary tab page is

4. Similarly, you can click on the Total VMs label in the Infrastructure Overview section of 10.7.1 to switch to the
VMs tab page of the Zones node, focus on the performance of the individual VMs, and identify the VM that

clicked

could be consuming resources excessively (see 10.7.1).
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Figure 10.173: The VMs tab page that appears when the ‘VMs’ label in the Summary tab page is clicked

5. While clicking on the Powered On VMs label in the Infrastructure Overview section takes you to the VMs tab
page and allows you to analyze the resource usage of powered-on VMs alone (see 10.7.1), clicking on the
Current Alarms label leads you straight to the Current Events tab page, where you can view the complete list
of problems the target virtualized environment (see Figure 10.173) is currently experiencing.
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Figure 10.174: The VMs tab page listing only powered-on VMs
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Figure 10.175: The Current Events tab page listing all the current problems related to the virtualized

infrastructure

6. If you want to focus on each problem closely, then, you can use the Current Alarms section adjacent to the
Infrastructure Overview section in the Summary tab page. Use the arrow buttons (<< and >>) above an alarm
to navigate to the next alarm. Move your mouse pointer over an alarm to know which test has reported the

problem.

7. The Physical Servers section below the Infrastructure Overview section enables you to determine how
problem-prone the physical servers in your environment are, by revealing the number of critical, major, and
minor issues that are currently unresolved for each physical server. By moving your mouse pointer over an
alarm priority corresponding to a physical server, you can view the details of current alarms of that priority

(see Figure 10.175).
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Figure 10.176: Moving the mouse pointer over an alarm priority that corresponds to a physical server

8. By clicking on a physical server in the Alarms for Hypervisor section, you can zoom into the layer model of
that server; this will indicate all the layers that have been affected by problems. From the color-coding of
the layers, you can easily infer from which layer the problem originated (see Figure 10.176). Click on that
layer to view the problem tests, and then, click on a problem test to view the measures that have reported
anomalies (see Figure 10.176).
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Figure 10.177: The layer model of a physical server indicating the layer where the root-cause of a problem lies

9. The Alarms for Hypervisor section enables you to determine how problem-prone the virtual machines in your
environment are, by revealing the number of critical, major, and minor issues that currently remain
unresolved for each virtual machine. By moving your mouse pointer over an alarm priority corresponding to
a virtual machine, you can view the details of current alarms of that priority (see Figure 10.177).
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Figure 10.178: The alarms of a particular priority corresponding to a virtual machine

10. To know the exact layer where the problem occurred and the test that reported the problem, click on any
virtual machine in the Virtual Machines section. Figure 10.179 will then appear indicating the same.

288



DASHBOARDS

1.

System Network  Virtual Type | VMware vSphere VDI v Name | 172.31.1.81 v 4 Back

@ 172.31.1.81

0 Inside View of Desktops >

Last Measurement Time : Oct 15, 2014 07:56:35

@ ESX VM Details - TGDEDTM155V0004 (UMS)

Status

VM power-on state on

+ Connection status Connected

w () VM Snapshots Disk
TGDEDTM15SV0004 (UMS) / Data writes to disk [ME/Sec) 0.0156 | 45
@ esxvoiLogins +/ Datareads from disk (M8/Sec) 0.0156 =
€ vl Applications o Disk capaciny (UE) e oy
~ €@ EsX Resource Pools
° +/ Disk reads (Commands Sec) 1 | 4
v @ Resources
Disk writes (Commands fSec) 2 | €
° ESX Virtual Machines 9 TERE e = |_ a
otal (Commands fSec) A
~ @ EsxyM Details -
+ Disk commands aborted (Aborts/sec) 0 | =
' pocvcenter -
 tadedtmiscIn0zo «  Disk throughput (MB/sec) 0.0313 | 4=
CPU
~ tgdedtm15ci0100
 tadedtm155v0001 (ddc) / Physical CPU utilization (%) 1.015 =
' tgdedtm155v0002 (storefront) VM CPU ready (%) 23 | 45
V' tadedtm15sv0003 (pvs) System usage of physical CPU (%) 0 | 45
 tgdedim15sv0004 (ums) & VM CPU waits (%) 99.0375 | 45
« tgdedtm15sv0005 (leistungsdatenanalyse} «  Physical CPU used (Mhz) 51 |
« tgdedtm15sv0006 (ns-ag) & Virtual CPU utilization (%) 112 |~_ﬂ 4_L
~ tgdedtm155v0007 (ns-lb) «  Physical CPU throttled (%) 0 | 45
...... 3 maintenanca) Simein the COSTOR Siate GO i} L

Figure 10.179: The layer model of the physical server on which the chosen VM executes, revealing the exact
layer and test that reported the problem clicked on

In large virtualized environments comprising of a multitude of virtual hosts that are configured with tens of
VMs, it is often difficult for administrators to instantly and accurately locate resource-intensive physical
servers and/or virtual machines. Similarly, identifying the physical servers with too many VMs is also a
herculean task. In order to ease the pain of the administrators, the Summary tab page provides two
sections - one each for physical servers and VMs - which can be configured to list the top physical servers
and VMs (respectively) in the environment, in terms of resource consumption. Also, by default, both
sections will reveal the top consumers of physical CPU resources, starting with the leading consumer.
Accordingly, the Physical CPU utilization measure is the default selection in both the Top Servers by and the
Top VMs by lists. To view the top consumers of another resource, select a different measure from these
lists.

In the Top Servers by list, in addition to the Physical CPU utilization measure, the following measures are
available for selection by default: Used physical memory, Used space, Registered guests, and VM power-on
state. If need be, you can override this default setting, so that new measures can be added to the list and
one/more existing measures can be removed from the list. To do this, follow the steps given below:

» Click onthe * button at the right, top corner of the Summary tab page.

» Figure 10.178 then appears. To add a new measure to the Top Servers by list in the Summary tab
page, first select the Add option from the Add/Delete measures section, and then pick the Summary
option from the Add/Delete measures in section in Figure 10.178.
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Figure 10.180: Adding a new measure to the Top Servers by list
Next, set the Measures to flag to Top Servers.
Then, pick the Component to which the new measure pertains.
Select the Test that reports the measure of interest.

Select the Measure to be added, and provide a Display Name for the measure.

vV V VYV V V¥V

To add the measure, click the Update button. Doing so ensures that the Display Name specified in
Figure 10.179 appears as an option in the Top Servers by list in the Summary tab page.

» Similarly, you can remove a measure from the Top Servers by list. For this purpose, set the
Add/Delete flag to Delete, select the Component to which the measure to be deleted pertains, select
the Test reporting the measure, select the Measure to be deleted, and finally, click the Update button.

In the Top VMs by list on the other hand, in addition to the Physical CPU utilization measure, the
following measures are available for selection by default: Memory usage, Disk capacity, and Percent disk
usage. If need be, you can override this default setting, so that new measures can be added to the list
and one/more existing measures can be removed from the list. To do this, follow the steps given
below:

> Click onthe * button at the right, top corner of the Summary tab page.

» Figure 10.180 then appears. To add a new measure to the Top VMs by list in the Summary tab page,
first select the Add option from the Add/Delete measures section, and then pick the Summary option
from the Add/Delete measures in section in Figure 10.181.
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Figure 10.181: Adding a new measure to the Top VMs by list

Next, set the Measures to flag to Top VMs.
Then, pick the Component to which the new measure pertains.

Select the Test that reports the measure of interest.

Select the Measure to be added, and provide a Display Name for the measure.

To add the measure, click the Update button. Doing so ensures that the Display Name specified in

Figure 10.181 appears as an option in the Top VMs by list in the Summary tab page.

» Similarly, you can remove a measure from the Top VMs by list. For this purpose, set the Add/Delete
flag to Delete, select the Component to which the measure to be deleted pertains, select the Test
reporting the measure, select the Measure to be deleted, and finally, click the Update button.

12. Also, by default, both lists will display the top-5 resource consumers only. This default setting can be

overridden by following the steps given below:

» Click onthe * button at the right, top corner of the Summary tab page.

» Figure 10.182 then appears. By default, the value 5 is displayed in the Top N Component/VM in
Summary tab page text box, indicating that the Summary tab page displays the top-5 resource

consumers, by default.
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Figure 10.182: The Dashboard configuration page

» Override this default setting by specifying a different number in the Top N Component/VM in Summary
tab page text box.

» Then, click the Update button in Figure 10.183.

13. Let us now focus on the Top Servers by section alone. Against every physical server displayed in the Top
Servers by section, the percentage of the chosen resource currently utilized by each physical server will be
displayed, followed by a miniature graph tracking the usage of that resource over a period of time. If you
click on a physical server in this section - say, the server that is the leading consumer of physical CPU
resources - Figure 10.182 will appear revealing the layer model of that server. From the layer model, you
can navigate to the test and the measure reporting the physical CPU usage of the server, perform further
analysis, and accurately identify which processor supported by the server has contributed to the
excessive resource usage.
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Figure 10.183: The layer model of a CPU-intensive physical server revealing the processor that is excessively
consuming physical CPU

14. If you click on the miniature graph that corresponds to a physical server, the graph will expand as depicted
by Figure 10.183. By default, the expanded graph tracks the variations in the measure selected from the
Top Servers by list, during the last 1 hour. With the help of this graph, you can effortlessly observe how the
physical server has been using the chosen resource over the last 1 hour by default. You can change this
default period by choosing a different Timeline for the graph. This analysis will enable you to effectively
study usage trends, and accurately detect the exact time at which the physical server began experiencing
spikes in resource usage.
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Figure 10.184: The expanded resource usage graph of a physical server

15. Let us now shift our focus to the Top VMs by section in the Summary tab page. Against every virtual
machine displayed in the Top VMs by section, the percentage of the chosen resource currently utilized by
each VM will be displayed, followed by a miniature graph tracking the usage of that resource over a period
of time. If you click on a VM in this section - say, the VM that is the leading consumer of physical CPU
resources - Figure 10.185 will appear revealing the layer model of the physical server on which the VM is
executing. By default, the test that reports the physical CPU usage of the VM in question will be selected
in the layer model, and all the measures reported by that test for the chosen VM will also be displayed.
Using these metrics, you can effectively assess the overall resource usage of that VM.
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Figure 10.185: The layer model of a CPU-intensive VM revealing the resource usage of the VM

16. If you click on the miniature graph that corresponds to a VM in the Top VMs by section, the graph will
expand as depicted by Figure 10.184. By default, the expanded graph tracks the variations in the measure
selected from the Top VMs by list, during the last 1 hour. With the help of this graph, you can effortlessly
observe how the VM has been using the chosen resource over the last 1 hour by default. You can change
this default period by choosing a different Timeline for the graph. This analysis will enable you to effectively
study usage trends, and accurately detect the exact time at which the VM began exhibiting unhealthy
resource usage trends.
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Figure 10.186: The expanded resource usage graph of a VM

17. If the node representing a particular zone is chosen from the tree-structure in the left panel, the contents of
the Summary tab page will change accordingly. Besides revealing the number of physical servers, VMs,
and powered-on VMs in the chosen zone, the Infrastructure Overview section also presents a macro view of
the health of the zone by indicating the number of unresolved problems in the zone. The Current Alarms
section will enable you to view these unresolved problems one after another. To know which physical
servers in the zone are responsible for these problems, you can take the help of the Physical Servers
section, which lists the names of the servers along with the number and severity (critical/major/minor) of
problems (if any) each server is associated with. Similarly, the Virtual Machines section, in addition to
displaying the names of VMs that are executing on the physical servers included in the zone, also reveals
the problematic VMs by indicating the number and severity of problems (if any) that each VM is currently
experiencing. Besides the above, the Summary tab page for a particular zone will also enable you
accurately identify the resource-intensive physical servers and VMs in a zone. The Top Servers by section
of this tab page displays the top-5 (by default) resource-hungry physical servers; this enables you to
quickly identify the server in the zone that is most resource-intensive. The Top VMs by section displays the
top-5 (by default) resource-hungry VMs, and thus enables you to identify the most resource-intensive VM
in the zone.
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Figure 10.187: The Summary tab page if a particular zone is chosen from the tree-structure in the left panel

18. If a particular virtual server-type (eg., VMware vSphere ESX, Citrix XenServer, etc.) under a zone is chosen

19.

from the tree-structure, then the contents of the Summary tab page will change as depicted by Figure
10.185.

The Infrastructure Overview section in this case will provide a quick performance summary of only those
servers in the zone that are of the type chosen from the tree-structure. In other words, if the VMware
vSphere ESX node is chosen from the tree-structure, then the Infrastructure Overview section will display the
number of ESX servers in the zone, the number of VMs and powered-on VMs executing on the ESX
servers, and the current alarms related to these ESX servers. You can move your mouse pointer over any
number displayed in this section, to view the corresponding details.

To pay individual attention to each alarm, view them one after another in the Current Alarms section. You
would now want to know which ESX servers in the zone are the most problematic, and also determine
whether any of the VMs on ESX servers have contributed to these problems. For this purpose, you can
use the Physical Servers and Virtual Machines sections, which list the problem virtual hosts and guests in the
zone, and also indicate the number and type of problems currently encountered by each of the displayed
hosts and guests. By moving your mouse pointer over an alarm priority corresponding to a physical
server/VM, you can take a quick look at the alarms of that priority that are currently open on that physical
server/VM.

Also, you can receive real-time updates on the resource utilization levels of these hosts and guests from
the Top Servers by and Top VMs by sections; these sections, by default, display the top-5 physical servers
and VMs in terms of Physical CPU utilization. To view the toppers in a different performance realm, you can
select a different measure from the list box available in both the sections. You can even add a new
measure to the list or remove one/more of the existing measures using the procedure discussed in page
289 and page 290 of this document. Similarly, to view more number of physical servers and VMs in this
section, you can change the default value 5 to a different number using the procedure discussed in page
291 of this document. Using the information provided by these sections, you can determine the current
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20.

21.

resource usage of each displayed physical server and VM, and view graphs that can enable you to
effectively assess the resource usage trends of these components over a broader period of time.
Moreover, resource-intensive hosts and guests can be rapidly identified, sporadic/consistent surges in
resource utilization by these hosts and guests can be promptly detected, and any potential resource
contention can be diagnosed before its too late, and averted.

If a zone consists of a VMware vCenter server, then the node that corresponds to this zone in the tree-
structure, when expanded, will also reveal a VMware vCenter sub-node. If this sub-node is clicked, the
contents of the Summary tab page in the right panel will change as depicted by Figure 10.186.
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Figure 10.188: The Summary tab page if the ‘VMware vCenter node is clicked

The Infrastructure Overview section of Figure 10.188 reveals the number of physical servers and VMs
managed by all vCenter servers in a zone. Move your mouse pointer over each of these numbers to know
the names of the ESX servers and VMs, and also that of the vCenter server managing them. Also, the
number of unresolved issues related to these physical servers and VMs, and the number of performance
degradations currently experienced by the managed vCenter servers themselves, will be added and
displayed as the total number of Current Alarms in this section; this will provide you with a fair idea of how
healthy the virtualized environment managed by vCenter is. To view the complete list of current alarms,
move your mouse pointer over the number of current alarms. You can even focus on every performance
issue individually by browsing the alarms, one after another, using the Current Alarms section in the
Summary tab page.

To know which physical sever and which VM has contributed the maximum to the problems list, use the
Physical Servers and Virtual Machines sections; these sections display the problem-prone ESX servers and
VMs (respectively) across vCenter servers in a zone, and indicate how many problems of what severity
are currently affecting each of the ESX servers and VMs. Move your mouse pointer over a problem
severity corresponding to an ESX server or VM to view the details of the related alarms.

Besides, you can quickly identify the most resource-hungry ESX servers and VMs across vCenter servers
in a zone, using the Top Servers by and Top VMs by sections in the Summary tab page. By default, these
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sections display the top-5 physical servers and VMs in terms of Physical CPU utilization. To view the
toppers in the usage of a different resource, you can select a different measure from the list box available
in both the sections. You can even add a new measure to the list or remove one/more of the existing
measures using the procedure discussed in page 289 and page 290 of this document. Similarly, to view
more number of physical servers and VMs in this section, you can change the default value 5 to a different
number using the procedure discussed in page 291 of this document. Using the information provided by
these sections, you can determine the current resource usage of each displayed physical server and VM,
and thus identify the physical server or VM that is consuming resources excessively. Also, by clicking on
the miniature graph alongside a physical server or VM, you can expand the graph and effectively analyze
the ups and downs in resource usage of the corresponding physical server or VM over time. This way, you
can accurately determine whether the increase in resource usage (if any) occurred suddenly, or whether an
upward trend in resource usage began earlier on.

22. If you click on a particular vCenter server under the VMware vCenter node, then the resulting Summary tab
page will provide an overview of the performance of that vCenter server alone (see Figure 10.189).
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Figure 10.189: The Summary tab page if the node representing a particular vCenter server is clicked in the tree

23. Know how many ESX servers and VMs are managed by the chosen vCenter server using the
Infrastructure Overview section of the Summary tab page. Also, determine how healthy the vCenter server
and the virtualized environment it manages is by viewing the number of Current Alarms in the Infrastructure
Overview section. Move your mouse pointer over any number in this section to view the corresponding
details.

24. Adjacent to the Infrastructure Overview section, you will find a vCenter Health section that reports in real-
time, the availability and responsiveness of the vCenter server, the load on the server in the terms of
current sessions to vCenter, and the current license usage of the server. You can proactively detect the
non-availability or a slowdown of the vCenter server, a server overload, or excessive license usage by the
server using the metrics reported by this section. Against every value displayed, a miniature graph is
available, tracking the time-of-day variations in the values of the corresponding measures. Expand the
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graph by clicking on it. The expanded graph, by default, reveals how the corresponding measure has
performed during the last 1 hour. You can plot the graph for a broader period by choosing a different
Timeline for the graph. Using this graph, you can easily analyze the performance of the vCenter over time.

25. The Graphs section in the Summary tab page provides graphs that enable you to assess the CPU, disk, and
memory usage of the vCenter server, over a default period of 6 hours. Resource usage trends can be
accurately deduced from these graphs, and probable resource crunches can be proactively detected and
averted. To zoom into a particular graph, click on it. The graph then expands (see Figure 10.190), so that
you can study it clearly and make sound inferences. You can even change the Timeline of the graph, so
that you can generate resource usage graphs for longer time periods, and perform more effective analysis.
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Figure 10.190: Expanding a graph in the Graphs section of the Summary tab page

26. If vCenter manages the target virtualized environment as folders, then expanding a vCenter server node in
the tree will reveal the folders managed by that vCenter. If you click on the folder node in the tree, the

Summary tab page will change to provide an overview of the composition and current state of that folder
(see Figure 10.191).
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Figure 10.191: The Summary tab page if a folder in the tree is clicked

The Infrastructure Overview section of Figure 10.192 displays the number of physical servers, VMs,
datastores, and datacenters managed by the chosen folder. To know the names of these elements, move
your mouse pointer over the corresponding element count. In addition, the section also displays the
number of Current Alarms related to the elements managed by the folder, and thus enables you to quickly
assess the overall health of folder. If you want to take a close look at each of the current alarms, use the
Current Alarms section, and browse the alarms one after another.

In order to figure out which physical servers and VMs are responsible for these alarms, use the Physical
Servers and Virtual Machines sections. These sections list the problem-prone physical servers and virtual
machines (as the case may be) in the folder, along with the number and type of problems that each
physical server/virtual machine is currently experiencing. Move your mouse pointer over an alarm priority
corresponding to a physical server/VM to view the details of alarms of that priority that are currently open
on that physical server/VM.

To track the resource usage of physical servers and VMs within a folder and to identify those physical
servers and VMs that are consuming resources excessively, you can use the Top Servers by and Top VMs
by sections. By default, both these sections list the top-5 physical servers and VMs (as the case may be)
in terms of Physical CPU utilization. To identify the top-5 consumers of a different resource, you can select a
different measure from the list box available in both the sections. You can even add more measures to
these list boxes for selection using the procedure discussed in page 289 and page 290 of this document.
Likewise, you can view more number of leading resource consumers in this section by changing the
default value 5 to another number using the procedure discussed in page 291 of this document.

If a folder node exists, then expanding this node in the tree, will reveal the datacenters included in that
folder. If no folders exist, then you would have to expand the vCenter server node in the tree to view the
datacenter sub-nodes. If you click on the node representing a datacenter in the tree-structure, then the
contents of the Summary tab page will change to provide an overview of the composition and health of that
datacenter (see Figure 10.192).
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Figure 10.192: The Summary tab page of a datacenter chosen from the tree-structure

The Infrastructure Overview section of Figure 10.192 displays the number of physical servers, VMs, and
datastores managed by the chosen datacenter. To know the names of these elements, move your mouse
pointer over the corresponding element count. In addition, the section also displays the number of Current
Alarms related to the elements managed by the datacenter, and thus enables you to quickly assess the
overall health of the datacenter. If you want to take a close look at each of the current alarms, use the
Current Alarms section, and browse the alarms one after another.

In order to figure out which physical servers and VMs are responsible for these alarms, use the Physical
Servers and Virtual Machines sections. These sections list the problem-prone physical servers and virtual
machines (as the case may be) in the datacenter, along with the number and type of problems that each
physical server/virtual machine is currently experiencing. Move your mouse pointer over an alarm priority
corresponding to a physical server/VM to view the details of alarms of that priority that are currently open
on that physical server/VM.

To track the resource usage of physical servers and VMs within a datacenter and to identify those physical
servers and VMs that are consuming resources excessively, you can use the Top Servers by and Top VMs
by sections. By default, both these sections list the top-5 physical servers and VMs (as the case may be)
in terms of Physical CPU utilization. To identify the top-5 consumers of a different resource, you can select a
different measure from the list box available in both the sections. You can even add more measures to
these list boxes for selection using the procedure discussed in page 289 and page 290 of this document.
Likewise, you can view more number of leading resource consumers in this section by changing the
default value 5 to another number using the procedure discussed in page 291 of this document.

To receive an overview of the performance of a cluster within a datacenter, you will have to click on the
cluster sub-node under the datacenter node in the tree-structure. The Summary tab page will then change
as depicted by Figure 10.193.
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Figure 10.193: The Summary tab page of the cluster sub-node

31. For a particular cluster, the Summary tab page will provide a quick summary of the performance of that
cluster, so as to enable you to gauge how healthy the cluster is. The Infrastructure Overview section of the
Summary tab page displays the number of physical servers, VMs, powered-on VMs, and resource pools
that the chosen cluster consists of. In addition, the Current Alarms information in this section displays the
number of issues related to the cluster that are still unresolved; this serves as an effective indicator of the
overall health of the cluster. Move your mouse pointer over any number in this section to view the
corresponding details.

To be alerted in real-time to abnormalities in resource usage by the cluster, you can use the Resources
section. This section reports how well the cluster is currently using the physical memory and CPU
resources available to it; alongside every usage value displayed in this section, you will find a miniature
graph. Click on the graph to expand it, and view the time-of-day variations in resource usage during the last
1 hour (by default). You can even change the Timeline of the graph for analyzing usage patterns over a
longer period of time. This graph helps you quickly detect disturbing trends in the usage of physical
resources, and initiate corrective actions at the earliest.

The Graphs section in the Summary tab page displays a series of graphs depicts how the cluster has been
using the physical memory and CPU resources available to it over a default period of 6 hours. You can
magnify any of these graphs by clicking on it. You can even change the Timeline of the expanded graph, to
facilitate more effective analysis of the resource usage. Using these graphs, you can determine how
resource-intensive the cluster has been.

32. To figure out, from a mere glance, the current state of an ESX host included in a cluster, click on the sub-
node representing an ESX host under the cluster node. The Summary tab page will then change as depicted
by Figure 10.193.

33. For an ESX host, the Infrastructure Overview section of Figure 10.195 reveals the number of VMs
configured on the ESX host, the number of powered-on VMs, and the number of datastores used by the
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34.

35.

ESX host. By moving your mouse pointer over any of these numbers, you can view the corresponding
details - i.e., the names of VMs/datastores, as the case may be. This way, you can rapidly identify the
VMs that are currently powered-off. Moreover, the section also displays the number of Current Alarms
related to the ESX host chosen from the tree, and thus enables you to quickly judge the current health of
the ESX host. For complete details of the current alarms, move your mouse pointer over the number of
Current Alarms.

The Resources section of Figure 10.193 reports the percentage/amount of physical CPU, memory, and
disk resources that the ESX host chosen is currently using. Sudden spikes in resource consumption by
the ESX host can be promptly detected by closely observing the change in the resource usage levels
reported by this section. Every value displayed in this section is accompanied by a miniature graph, which
when clicked, expands to reveal how well the corresponding resource usage metric has performed during
the last 1 hour (by default). To analyze the behavior of the said measure over a longer period of time, you
can change the Timeline of the expanded graph. In the event of excessive resource usage by the ESX
host, you can use this graph to figure out when exactly the upward trend in resource consumption began,
and then, proceed to investigate the reasons for the same.

In addition to the Resources section, a Graphs section is also available in the Summary tab page. This
section provides a series of graphs, which track the physical CPU, memory, and disk resources used by
the ESX host during the last 6 hours (by default). Click on a graph in this section to expand it. Using the
expanded graph, you can even change the Timeline of the graph, so that you can observe usage patterns
over longer periods of time.

If resource pools are configured on a cluster, then each resource pool will appear as a sub-node of that
cluster node. When a resource pool sub-node is clicked, the Summary tab will change as depicted by
Figure 10.196.

E'e’ ZONES =l VMs | Current Events =~ Resource Pools Components: | VMware wSphere VDI A X
Bl ) Test2 Infrastructure Overview
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Figure 10.194: The Summary tab page of a resource pool

The Infrastructure Overview section of Figure 10.194 reveals the number of VMs, powered-on VMs, and
current alarms in the resource pool clicked on. Move your mouse pointer over any number in this section to
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view the corresponding details. This information enables you to swiftly identify powered-off VMs and also
assess the overall health of the resource pool.

The Resources section reports the availability and usage of critical resources allocated to the resource
pool, in real-time. Any sudden increase in usage of a resource can be promptly detected using the values
reported by this section. Adjacent to every value, a miniature graph is provided. To track the usage of a
resource over time, click on the miniature graph. The graph expands to reveal how well the resource pool
used the corresponding resource during the last 1 hour (by default). You can even change the Timeline of
the graph to understand resource usage trends over longer time periods.

The Graphs section of the tab page provides time-of-day graphs that reveal the variations in the physical
CPU and memory usage by the resource pool during the last 6 hours (by default). Analysis of the resource
consumption of the pool over time reveals whether the pool has been using resources optimally or
inefficiently. Clicking on a graph expands it. You can change the Timeline to analyze resource usage over
broader time periods.

10.7.2 The VMs Tab Page

The VMs tab page provides VM-centric information such as the name of the discovered VMs, the physical
server on which each VM executes, and the metrics indicating how every VM uses its allocated and physical
resources. Besides revealing resource-hungry VMs, this tab page also brings to light improper resource
allocations to VMs.

This tab page, by default, provides the details of those VMs that are executing on the managed VMware
vSphere ESX servers in your environment. Similarly, the details of the top-10 VMs alone will be displayed in
this tab page, by default. These default settings can however be overridden by following steps given below:

» Click onthe * button at the right, top corner of the VMs tab page.
» Figure 10.195 then appears.
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Measure Please choose a measure w

Display Name

Figure 10.195: Changing the default dashboard configuration

By default, the Maximum number of VMs/Hosts in VMs/Hosts in tab pages parameter is set to 10, indicating
that the top-10 VMs are by default listed in the VMs tab page. You can override this default setting by
changing the value of this parameter in Figure 10.195.

Similarly, you will find that the DefaultType list is set to VMware vSphere ESX in Figure 10.195. This indicates
that, by default, only those VMs that are executing on managed VMware vSphere ESX servers in the
environment will be listed in the VMs tab page. To view details pertaining to the VMs on another virtualized
component-type by default, select a different option from the DefaultType list.

3. Finally, click the Update button in Figure 10.195.

The VMs listed in this tab page change according to the node chosen from the tree-structure in the left panel.
This section brings out these differences.

1.

If the global Zones node is selected in the left panel, then the VMs tab page in the right panel will list the top
10 (by default) virtual machines that the eG agent auto-discovers from across all the managed virtual hosts
of the chosen type (see Figure 10.196).

Note:
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By default, the VMs displayed in the VMs tab page are sorted in the order of their state - i.e., the powered-
off VMs will top the list, followed by the powered-on VMs. Sometimes, administrators may want to hide
the details of powered-off VMs from the VMs tab page, and instead view the resource usage metrics of the
powered-on VMs alone. To enable this, follow the steps discussed below:

» Edit the eg_ui.ini file in the <EG_INSTALL_DIR>manager\config directory.

» In the [VMDASHBOARD_DISPLAY] section of the file, you will find that the showPoweredOffVMs flag is
set to Yes by default. This indicates that, by default, the VMs tab page will display powered-off VMs
as well. Set this flag to No if you want the VMs tab page to only display powered-on VMs.

» Finally, save the file.

2. If state is the same across VMs, then the VMs are arranged in the order of their names. Against every VM
listing, the state of the VM (whether powered on or off), the physical server on which the VM executes and
the current resource usage metrics pertaining to each VM are displayed, so that administrators will be able
to accurately identify powered-off VMs and resource-intensive VMs across all the managed physical
servers (of the chosen type) in the environment, from just a quick glance. If required, you can sort the VM
listing on the basis of any of the resource usage metrics. To change the sort order on-the-fly, click on the
column head that represents the usage metric you want to sort on - for instace, to sort based on the CPU
usage of the VMs, click on the column heading CPU used.

3. The resource usage metrics that accompany each VM displayed in this tab page are pre-configured in the eG
Enterprise system.

4. If need be, you can alter this default measure list, so that more useful measures are displayed per VM or
one/more unnecessary measures are removed from the display. To effect this change, follow the steps
given below:

> Click onthe * button at the right, top corner of the VMs tab page.

» Figure 10.196 then appears. First, select the Add option from the Add/Delete section.

» Then, to add a new measure to the VMs tab page, select the VM/Hosts option from the Add/Delete
measures in section in Figure 10.196.
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CONFIGURATION SETTINGS

Maximum number of VMs/Hosts in 10 -
VMs/Hosts tab page

Refresh Frequency 240
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show powered off VM(s) in VMs tab page (®) Yes No
Show insideview state for VM(s) (%) Yes No
Add/Delete measures (=) Add Delete
Add/Delete measures in Summary (+) WMs/Hosts
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Component VMware vSphere ESX w
Test Windows Network Traffic - VM v
Measure Incoming traffic ~
Display Name Incoming Traffic

Figure 10.196: Changing the default dashboard configuration
Then, select VMs from the Measures to section.
Then, pick the virtualized Component type for which a measure is to be added to the VMs tab page.
Select the Test that reports the measure.
Choose the Measure.
Provide a Display Name for the measure.

Finally, click the Update button in Figure 10.196 to save the changes.

YV V ¥V ¥V V V VY

To remove an existing measure from the VMs tab page, select the Delete option from Add/Delete, pick
the VMs/Hosts option from the Add/Delete measures in section, set the Measures to flag to VMs, select
the Component type, pick the Test that reports the measure, pick the Measure, and click the Update
button.

5. To zoom into the performance of a “powered on” VM, simply click on the VM Name in the right panel. This
will invoke Figure 10.197 displaying all the performance metrics extracted from that VM in real-time. You
are thus enabled to cross-correlate across the various metrics, and quickly detect the root-cause of
current/probable disturbances to the internal health of a VM.

Note:

If you click on the Name of a powered off VM in the VMs tab page, then Figure 10.197 will not appear.
Instead, you will be lead to the layer model page of the physical server on which the VM executes, which
will allow you to verify whether the VM is indeed powered off or not.
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Figure 10.198: Zooming into the performance of a VM from the VM dashboard

Below the VMs list, you will find a Graph section (see Figure 10.198). This section will be available in every

tab page in the right panel of the VM dashboard. For the VMs tab, the Test list in this section will be
populated with all those tests that report metrics for each VM on the virtual hosts of the chosen type.
These tests will be sorted in the order of the test names, and the top test in the sorted test list will be
selected by default in the Test list box. The Measures list naturally, will be populated with those metrics that
the default Test reports. Since this list too is sorted in the order of the measure names, the top measure in
the sorted list will be chosen by default in the Measures list. Accordingly, for the global Zones node in the left
panel, the graph that appears in this section traces the variations in the default measure across all VMs (on
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virtual hosts of the chosen type) during the default timeline of 1 hour. Using this graph, administrators can
compare the performance of a particular measure across VMs, and accurately identify those VMs that are
weak in a chosen performance arena. If need be, you can plot a comparison graph for a different Test-
Measure pair, for a different timeline. To change the timeline, click on Timeline; the window depicted by
Figure 10.198 will then pop out, allowing you to change the date and time.

7. Alegend is provided at the end of every graph clearly indicating which VM is represented using which color
in the graph. This is accompanied by the Avg, Max, and Min values that the chosen Measure has recorded
for every VM during the chosen Timeline. To view the legend, you can scroll down the Graph section (see

Figure 10.199):
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Figure 10.199: Scrolling down the graph to view the legend

8. To view the graph more clearly, you can enlarge it by clicking the * button indicated by Figure 10.199
above. The graph then zooms as depicted by Figure 10.200.

310




DASHBOARDS

=D
El ) Test2
El g8 VMware vCenter
El vogd VC_agentess_172
& ocESE Production Datacenter
[ oo ESE rest
[l ocESE Testing Datacenter
H ve

= B VMware vSphere VDI

169.254.48.200,192.15

Summary ~ VC m Hosts | Datastore

Performance Metrics Of VMs /Desktops

Graph

Test Disk Activity - VM

Current Events

v Measures

Limit to: 10

v | Compoenents:

Avg queue for virtual disk

WMware vCenter

.

Avg queue for virtual disk (Number) - for VMware vCenter

15:55

Time(HH:mm)

Show Legends

Figure 10.200: Zooming the graph

9. You can even hide the Graph section by clicking on the e===== button below the VMs list. The dashboard

will then look as depicted by Figure 10.200.
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Figure 10.201: The VM dashboard after the graph is hidden

10. You can then click on the button indicated by Figure 10.201 to restore the Graph section. Similarly, you can
hide the tree-structure by clicking on the button next to the tree (see Figure 10.202). This ensures that the
right panel expands and fills the vacuum created by the tree (see Figure 10.202).
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1.

12. Now, let us see what happens if a particular zone is chosen from the tree-structure in the left panel. When
this is done, the VMs list in the right panel will change to display the state and resource usage metrics
related to the top-10 (by default) VMs that are executing on those physical servers (of the chosen type)
that are included in the zone that is clicked on. This information helps administrators analyze how the
performance of one/more VMs in a zone impact the performance of the zone as a whole (see Figure

13.
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Figure 10.202: The VM dashboard without the tree

To restore the tree, click on the button indicated by Figure 10.203.

10.204).

If you then drill down a particular zone in the tree, you will be able to view the virtual component-types that
form part of the zone, and their current state. If you click on a particular component-type in the tree, the
VMs tab page in the right panel will allow you to view the state and usage metrics pertaining to the top-10
(by default) VMs executing on the virtual hosts of that type that are included in the corresponding zone

(see Figure 10.205).
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Figure 10.203: The VMs tab page for a virtual component type in the tree

14. If the vCenter servers in your environment are being monitored as part of a zone, then expanding that
zone’s node in the tree would reveal the VMware vCenter component-type. When this component-type is
clicked on, the VMs tab page will change to display the state and resource usage metrics related to the top-
10 (by default) VMs that are executing on the virtual hosts managed by all the vCenter servers included in
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Figure 10.204: The VMs tab page if the ‘VMware vCenter node is clicked

15. To know which vCenter servers have been added to a zone, just expand the VMware vCenter sub-node
under the zone node in the tree. This will reveal the name and the current state of the vCenter servers in
that zone. Clicking on a particular vCenter server in the tree will provide the complete details of the top-10
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VMs (by default) executing on the virtual hosts managed by that vCenter component.

Avg queue for virtual disk (Number) - for VMware vCenter

5:55
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Figure 10.205: The VMs tab page if a particular vCenter server is chosen from the tree

16. If a vCenter server manages the virtualized environment as folders, then expanding the vCenter server
node in the tree will reveal sub-nodes representing the folders configured on that vCenter server. Click on a
folder to view the resource usage metrics related to the VMs executing on the ESX servers included in that
folder (see Figure 10.205).

17.

Expanding the node representing a vCenter server will reveal the datacenters that have been configured on

that vCenter. If the datacenters are included in a folder, then expanding the folder sub-node under the
vCenter server node will reveal the datacenters. Click on a datacenter to view the names of the VMs
executing on the hosts that reside within that datacenter, and the resource usage of each VM (see Figure

10.206).
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Figure 10.206: The VMs tab page if a datacenter configured on vCenter is clicked

18. Typically, when you expand datacenter in the tree, all the physical ESX servers that are being managed by

19.

20.

21.

that vCenter server will appear.
Note:

While the vCenter server tree will list even those ESX servers that are not monitored by eG Enterprise, the
tree will not indicate the current state of such servers; also, clicking on any such server will not display
corresponding performance information in the tab pages in the right panel.

However, many vCenter installations manage clusters of ESX servers. If such clusters have been
configured on any monitored vCenter server, then, in the Virtual Infrastructure tree, these clusters will
appear as sub-nodes of that datacenter node. If you click on a cluster sub-node in the tree, the VMs tab
page will reveal the state and performance information pertaining to the top-10 VMs (by default) that are
executing on the ESX servers that are part of the cluster clicked on.

To view the individual virtual hosts that are part of a zone, do any of the following:
» Expand the nodes representing the virtual component-types in the zone;

» If the zone consists of components of type VCenter, expand the node representing the monitored
vCenter server in your environment;

» If datacenters are configured on a monitored vCenter server, expand a datacenter sub-node under the
vCenter server node;

» If clusters are configured within a datacenter, expand the cluster sub-node;

If you then click on a virtual host in the tree, the VMs tab page will change to display the state and
measures extracted from the top-10 (by default) virtual machines that are executing on the chosen virtual
host alone (see Figure 10.207).

Similarly, if you expand the virtual host node in the tree-structure, you can view the name and state of the
VMs that are executing on that virtual host. If you now click on a VM in the tree, the metrics extracted from
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that VM alone will be displayed in the VMs tab page (see Figure 10.207).
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Figure 10.207: The VMs tab page for a particular VM

22. If resource pools are configured on a virtual host, then the resource pools also will appear as the sub-nodes
of the virtual host-node. Clicking on a resource pool in the tree will reveal the current state and resource

usage metrics related to the top-10 (by default) VMs present in that resource pool, in the VMs tab page (see
Figure 10.207).
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Figure 10.208: The VMs tab page listing the VMs executing within a chosen resource pool
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10.7.3 The VC Tab Page

Promptly detect issues with vCenter and swiftly diagnose the root-cause of these issues, using the VC tab
page offered by the VM dashboard. This tab page lists one/all vCenter servers in the environment (depending
upon the node chosen from the tree), and reports the number of ESX servers managed, the resource usage,

and the overall health of each vCenter server.

This section discusses how the contents of this tab page change with the node chosen from the tree.

1. If the global Zones node is chosen from the tree, then the VC tab page will display the names of all vCenter
servers included in all configured zones, and will report a default set of metrics per vCenter server,
revealing the availability and resource usage of each server. Resource-intensive/unavailable vCenter
servers in the target environment can thus be instantly identified.
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2. The default measure list that accompanies every vCenter listed in the VC tab page can be modified.

Figure 10.209: The VC tab page if the global Zones node is clicked
For

this purpose, follow the steps given below:
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3.

> Click on the * button at the right, top comner of the tab page. Figure 10.210 will appear.

CONFIGURATION SETTINGS

Show/Hide Virtual Component types
shown Hidden

Wilware wCenter

WMware wSphere VDI

DefaultType WVMware vCenter ~

Maximum number of WMs/Hosts in 10
WMs,/Hosts tab page

Refresh Frequency 240

Top N Components/\Ms in Summary tab page | 5

Show powered off WMIis) in VMs tab page (=) Yes No

Show insideview state for WMI(s) @ Yes No
Add/Delete measures =) Add Delete
Add/Delete measures in Summary (=1 WMs/Hosts
Measures to (=) WMs Hosts

Figure 10.210: Adding a new measure to the VC tab page
Select Add from Add/Delete measures section to add a new measure to the VC tab page.
Select VMs/Hosts from the Add/Delete measures in section in Figure 10.210.

Set the Measures to flag to VMs.

vV V V V

Then, set VMware vCenter as the Component type. Select the Test that reports the measure to be
added, and then pick the Measure. Provide a Display Name for the new measure, and finally, click the
Update button.

» To remove a measure that pre-exists in the VC tab page, select Delete from Add/Delete, select
VM/Hosts from the Add/Delete measures in section, set the Measures to flag to VM, select the
Component type, pick the Test, choose the Measure, and click the Update button.

In the event of a slowdown in the performance of a vCenter server, you can click on the name of that
server in the VC tab page; this will lead you straight to the layer model of the vCenter server, which reveals
the exact layer where the problem has originated. Click on the problem layer to view the problem test, and
click on the problem test to view the measures (see Figure 10.211).
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Figure 10.211: The layer model, tests, and measures pertaining to the vCenter server

4. The VC tab page also embeds a time-of-day graph, which, by default, reveals the variations in the number
of VMs in each resource pool configured within each cluster on vCenter, during the last 1 hour.
Accordingly, ClusterResourcePools is chosen by default from the Test list, the default Measure is VMs in pool,
and the default Timeline is 1 hour. You can select a different Test and Measure combination for the graph,
and also define a different Timeline for the graph, if required. Using this graph, you can efficiently analyze
performance trends and proactively detect performance issues.

5. Toview the zones configured with one/more virtual component-types, expand the global Zones node in the
tree. The individual zones will appear as sub-nodes of the global Zones node. Selecting a particular zone
will reveal the performance details related to each vCenter server within that zone in the VC tab page.

6. Alternatively, you can select the VMware vCenter sub-node under a zone node to see how all the vCenter
servers in a zone are performing (see Figure 10.212).
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Figure 10.212: The VC tab page if the ‘VMware vCenter’ node is chosen from the tree

7. If you want to check whether a particular vCenter server within a zone is available or not, and if available,
how well its using the resources available to it, select the node representing a vCenter server under the
VMware vCenter node in the tree structure (see Figure 10.213).
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Figure 10.213: The VC tab page for a particular vCenter server chosen from the tree

10.7.4 The Hosts Tab Page

The Hosts tab, as mentioned already, provides insights into the current state and the extent to which
resources are currently used by the managed virtual hosts in the environment. This tab page sheds light on
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resource-intensive hosts, and embeds efficient drill downs to discover the underlying cause for the high

resource consumption of a host.

As stated earlier, this tab page, by default, provides the details of those managed virtual hosts that are of the
type VMware vSphere ESX. Similarly, the details of the top-10 virtual hosts alone will be displayed in this tab

page, by default. These default settings can however be overridden using the procedure already discussed.

Here again, the hosts displayed depend upon the node chosen from the tree-structure in the left panel. This
section explains how the contents of this tab page change with context.

1. If the global Zones node is selected in the left panel, then the Hosts tab page in the right panel will list the
top 10 (by default) virtual hosts that the eG agent auto-discovers from across all the managed virtual hosts
of the chosen type (see Figure 10.214). This list is typically sorted by the current state of the hosts. If
state is the same across hosts, then the hosts are arranged in the order of their host names. Against every
virtual host, the state of the host, the total number of VMs configured on the host, the number of VMs
powered-on, and a default set of metrics indicating the extent to which resources are currently utilized by
the host, will be displayed. This default measure list can be modified by adding new measures to be
displayed in the Hosts tab page or by removing one/more existing measures from the tab page. To achieve

this, follow the steps given below:

2. Besides revealing the VM load on each virtual host, this tab page also enables administrators to instantly

figure out the following:

» Is any host experiencing performance issues currently?

» Is any VM on this host currently powered off?

» Are there any resource-hungry virtual hosts in the environment? If so, which ones are they?
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Figure 10.214: Zooming into the performance of a VM from the VM dashboard

3. Below the host list, you will find a Graph section (see Figure 10.214). This section will be available in every
tab page in the right panel of the VM dashboard. The Test list in this section will be populated with all the
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tests related to the virtual hosts of the chosen type. Note that VM-related tests will not be available for
selection in this list. These tests will be sorted in the order of the test names, and the top test in the sorted
test list will be selected by default in the Test list box. The Measures list naturally, will be populated with
those metrics that the default Test reports. Since this list too is sorted in the order of the measure names,
the top measure in the sorted list will be chosen by default in the Measures list. Accordingly, for the global
Zones node in the left panel, the graph that appears in this section traces the variations in the default
measure across the top 10 (by default) virtual hosts (of the chosen type) in the environment during the
default timeline of 1 hour. Using this graph, administrators can compare the performance of a particular
measure across virtual hosts, and accurately identify those virtual hosts that are poor performers. If need
be, you can plot a comparison graph for a different Test-Measure pair, for a different timeline. To change the
timeline, click on Timeline; the window depicted by Figure 10.214 will then pop out, allowing you to change
the date and time.

4. A legend is provided at the end of every graph clearly indicating which virtual host is represented using
which color in the graph. This is accompanied by the Avg, Max, and Min values that the chosen Measure has
recorded for every virtual host during the chosen Timeline. To view the legend, you can scroll down the
Graph section. If need be, you can hide/unhide the Graph section or the Tree in the left panel using the
buttons provided in the VM Dashboard. These buttons have already been described in Section 10.7.1 of this
document.

Note:

By default, while plotting a graph for a descriptor-based test across virtual hosts, eG Enterprise
aggregates the measure values across all descriptors for a host, and plots only a single value for each
virtual host. Accordingly, the AggregateGraphs flag in the Configuration Settings window that appears when
the ® button is clicked, is set to Yes, by default. Sometimes, administrators might want the graph to plots
values per descriptor. In such a case, set the AggregateGraphs flag to No.

5. Now, let us see what happens if a particular zone is chosen from the tree-structure in the left panel. When
this is done, the Hosts list in the right panel will change to display the state and resource usage metrics
related to the top 10 virtual hosts that are operating within the zone that is clicked on. This information
helps administrators analyze how the performance of one/more virtual hosts in a zone impact the
performance of the zone as a whole.

6. If you then drill down a particular zone in the tree, you will be able to view the virtual component-types that
form part of the zone, and their current state. If you click on a particular component-type in the tree, the
Hosts tab page in the right panel will allow you to view the state and usage metrics pertaining to the top-10
(by default) virtual hosts of that type that are included in the corresponding zone (see Figure 10.214).
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Figure 10.215: The Hosts tab page for a virtual component type in the tree
7. If the vCenter servers in your environment are being monitored as part of a zone, then expanding that
zone’s node in the tree would reveal the VMware vCenter component-type. When this component-type is
clicked on, the Hosts tab page will change to display the state and resource usage metrics related to the
top-10 (by default) virtual hosts managed by all vCenter servers included in that zone.
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Figure 10.216: The Hosts tab page if the ‘VMware vCenter’ node is chosen from the tree

8. To know which vCenter servers have been added to a zone, just expand the VMware v Center sub-node
under the zone node in the tree. This will reveal the name and the current state of the vCenter servers in
that zone. Clicking on a particular vCenter server in the tree will provide the complete details of the top-10

hosts (by default) managed by that vCenter component.
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Figure 10.217: The Hosts tab page if a particular vCenter server is chosen from the tree

9. Typically, when you expand a vCenter server node in the tree, the physical ESX servers that are being
managed by that vCenter server will appear.

Note:

While the vCenter server tree will list even those ESX servers that are not monitored by eG Enterprise, the
tree will not indicate the current state of such servers; also, clicking on any such server will not display
corresponding performance information in the tab pages in the right panel.

However, if folders have been configured on the vCenter server, then these folders will appear as sub-
nodes of the vCenter server node. If you click on a folder, then the Hosts tab page will indicate how well the
top-10 hosts (by default) within the folder are performing.
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Figure 10.218: The Hosts tab page for a folder selected from the tree

10. If folders exist within a vCenter server, then expanding the folder node reveals sub-nodes representing the
datacenters that have been configured on the vCenter server. If no folders exist, then expanding the
vCenter server node will reveal the datacenter sub-nodes. If you click on a datacenter, then the Hosts tab
page will indicate how well the top-10 hosts (by default) within that datacenter are performing (see Figure

10.219).
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Figure 10.219: The Hosts tab page for a datacenter chosen from the tree

Many vCenter installations manage clusters of ESX servers. If such clusters have been configured on any

monitored vCenter server, then, in the Virtual Infrastructure tree, these clusters will appear as sub-nodes of
the datacenter node. If you click on a cluster sub-node in the tree, the Hosts tab page will reveal the state
and performance information pertaining to the top-10 hosts (by default) that are part of the cluster clicked
on.

12.

o

o

To view the individual virtual hosts that are part of a zone, do any of the following:

Expand the nodes representing the virtual component-types in the zone;

If the zone consists of components of type VMware v Center, expand the node representing the monitored
vCenter server in your environment;

If datacenters are configured on a monitored vCenter server, expand a datacenter sub-node under the
vCenter server node;

If clusters are configured within a datacenter, expand the cluster sub-node;

If you then click on a virtual host in the tree, the Hosts tab page will change to display the state and
measures extracted from the chosen virtual host alone (see Figure 10.220).
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Figure 10.220: The VMs tab page for a particular virtual host selected from the tree

13. If a virtual host in the Hosts tab page is found to be in a critical state, then to zoom into the problems
affecting the health of that virtual host, simply click on it. Figure 10.221 then appears revealing the layer
model of the virtual host, and clearly indicating the problem layer. While clicking on the problem layer will
reveal the problem test, a click away from the problem test is the problem measure, which sheds light on
the root-cause of the problem with the virtual host (see Figure 10.221). To return to the VM dashboard, just
click on the Back to Virtual Dashboard link at the right, top corner of the layer model page.
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Figure 10.221: The layer model of the virtual host
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10.7.5 The Datastores Tab Page

The Datastores tab page lists the datastores used by a particular ESX host or one/more ESX hosts within a
datacenter, and reports their availability and usage, so that unavailable datastores and those that are currently
running out of space can be accurately identified, and the hosts affected by this anomaly can be easily
isolated.

This section discusses how the contents of this tab page change according to the node chosen from the tree-
structure.

1.

If the node representing a particular folder is chosen from the tree, then the Datastores tab page will display
the top-10 (by default) datastores used by the ESX hosts managed by that folder. Against every datastore
displayed here, the availability and space usage metrics pertaining to that datastore will be provided, along
with the number of VMs and ESX servers that have been using the datastore. Using this information, you
can swiftly isolate unavailable or over-utilized datastores, and the number of ESX servers and VMs that
have been impacted by the anomaly (see Figure 10.222).

If the node representing a particular datacenter is chosen from the tree, then the Datastores tab page will
display the top-10 (by default) datastores used by the ESX hosts managed by that datacenter. Against
every datastore displayed here, the availability and space usage metrics pertaining to that datastore will be
provided, along with the number of VMs and ESX servers that have been using the datastore. Using this
information, you can swiftly isolate unavailable or over-utilized datastores, and the number of ESX servers
and VMs that have been impacted by the anomaly.
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Figure 10.222: The Datastores tab if a particular datacenter is chosen from the tree

In addition to listing datastores, the Datastores tab page provides a time-of-day graph, which, by default,
reveals the number of ESX servers that have been using each datastore during the last 1 hour.
Accordingly, the default selection in the Measure list is ESX servers using the datastore, and the default
Timeline is 1 hour. Typically, the Measure list contains all the measures reported by the default Test, which
is the Datastores test. The options available in the Measure list box are sorted in the ascending order of the
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measure names, and, by default, the first measure in the sorted list will be displayed as the default
Measure. The default graph clearly indicates how workload on a datastore has varied during the last 1 hour.
You can plot the graph for a different measure or a timeline by choosing a different option from the Measure
list, and by altering the timeline for the graph by clicking the right-arrow button that prefixes Timeline.

4. If you click on a datastore in the Datastores tab of Figure 10.222, Figure 10.223 will appear leading you
straight to the layer model of the VMware vCenter server, which manages that datastore. In the event of the
non-availability or excessive usage of a datastore, you can use this model to instantly identify the layer
that has been affected by the problem with the datastore. Click on the problem layer to view the problem
test, and then, click on the problem test to view the problem measure(s). This way, you can easily
understand the nature of the problem with the datastore, and how it has impacted the state of the vCenter
server.
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Figure 10.223: The layer model of the vCenter server that appears when a datastore is clicked on in the
Datastores tab page

5. Expanding the datacenter node in the tree will enable you to view the ESX hosts that are managed by that
datacenter. If a sub-node representing an ESX host is clicked in the tree, then the Datastores tab page will
only display those datastores that are currently in use by the ESX host and the VMs on it.
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Figure 10.224: The Datastores tab if a particular ESX host is selected from the tree

6. Here again, a time-of-day graph is available, but this graph, by default, reveals the physical disk capacity
of each datastore during the last 1 hour. Accordingly, the default selection in the Measure list is Physical disk
capacity, and the default Timeline is 1 hour. Typically, the Measure list contains all the measures reported by
the default Test, which is the Datastores-Esx test. The options available in the Measure list box are sorted in
the ascending order of the measure names, and, by default, the first measure in the sorted list will be
displayed as the default Measure. You can plot the graph for a different measure or a timeline by choosing a
different option from the Measure list, and by altering the timeline for the graph by clicking the right-arrow
button that prefixes Timeline.

10.7.6 The Current Events Tab Page

The Current Events tab page lists the problems that are currently affecting the performance of managed virtual
hosts and virtual machines executing on them. This tab page enables administrators to focus on issues
related to their virtualized environment alone, without being distracted by the “non-virtual” issues.

As stated earlier, this tab page, by default, lists the alarms pertaining to those virtual hosts that are of type
VMware vSphere ESX.

Like the other tab pages, the Current Events tab page too changes with respect to the node chosen from the
tree-structure. To see how, read on.

1. If the global Zones node is selected in the left panel, then the Current Events tab page in the right panel will
list the problems that are adversely impacting the performance of the virtual hosts of the chosen type
across the environment (see Figure 10.225). This list is typically sorted by event priority. If event priority is
the same across events, then the events are arranged in the order of the names of the problem hosts. The
details provided here include the name of the problem component, a brief description of the problem, and
the time at which the problem was reported. This information enables administrators to understand how
problem-prone their virtualized environment is, and also provides them with pointers to the root-cause of
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the problem.
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2. Now, let us see what happens if a particular zone is chosen from the tree-structure in the left panel. When
this is done, the Current Events list in the right panel will change to display the problems related to those
virtual hosts that are included in the zone that is clicked on. This information helps administrators identify

Figure 10.225: The Current Events tab for the global Zones node

those problems that are affecting the performance of a particular zone.

If you then drill down a particular zone in the tree, you will be able to view the virtual component-types that
form part of the zone, and their current state. If you click on a particular component-type in the tree, the
Current Events tab page in the right panel will allow you to view the problems related to virtual hosts of that

type that are included in the corresponding zone (see Figure 10.226).
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4.

6.

8.

Figure 10.226: The Events tab page for a virtual component type in the tree

If the vCenter servers in your environment are being monitored as part of a zone, then expanding that
zone’s node in the tree would reveal the VMware vCenter component-type. When this component-type is
clicked on, the Current Events tab page will change to display the problem events pertaining all the vCenter
servers included in that zone, and those that correspond to the ESX servers managed and VMs by every
vCenter server in the zone.

To know which vCenter servers have been added to a zone, just expand the VMware vCenter sub-node
under the zone node in the tree. This will reveal the name and the current state of the vCenter servers in
that zone. Clicking on a particular vCenter server in the tree will display problem events pertaining to that
vCenter component and those that relate to ESX servers and VMs managed by that vCenter, in the Current
Events tab page.
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Figure 10.227: The Events tab page for a vCenter server chosen from the tree

Typically, when you expand a vCenter server node in the tree, the physical ESX servers that are being
managed by that vCenter server will appear.

Note:

While the vCenter server tree will list even those ESX servers that are not monitored by eG Enterprise, the
tree will not indicate the current state of such servers; also, clicking on any such server will not display
corresponding performance information in the tab pages in the right panel.

However, in some environments, folders may be configured on vCenter server, where every folder could
contain one/more datacenters, ESX servers, clusters, datastores, and VMs. In such cases, expanding the
vCenter server node will reveal the folders configured on that vCenter server as sub-nodes. Clicking on a
folder sub-node will display the complete list of problems currently affecting the performance of
datacenters, clusters, ESX servers, and VMs that are included in that folder in the Current Events tab page
(see Figure 10.227).

Expanding the folder node will reveal the datacenters within that folder. If no folders exist, then expanding
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a vCenter server node in the tree, will display the datacenters that have been configured within a vCenter.
To know what problems are affecting the performance of a particular datacenter currently, click on the
node representing a datacenter in the tree. Figure 10.226 then appears.
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Figure 10.228: The Events tab page for a datacenter chosen from the tree

9. Every datacenter, in tum, may manage clusters of ESX servers. If such clusters have been configured on
any monitored vCenter server, then, in the Virtual Infrastructure tree, these clusters will appear as sub-
nodes of that datacenter node. If you click on a cluster sub-node in the tree, the Current Events tab page will

reveal the problem events pertaining to all managed ESX servers included in the cluster.
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Figure 10.229: The Current Events tab page for a cluster

10. Toview the individual virtual hosts that are part of a zone, do any of the following:
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11.

12.

13.

14.

>

If you then click on a virtual host in the tree, the Current Events tab page will change to display problems

Expand the nodes representing the virtual component-types in the zone;

If the zone consists of components of type VMware v Center, expand the node representing the

monitored vCenter server in your environment;

If datacenters are configured on a monitored vCenter server, expand a datacenter sub-node under the

vCenter server node;

If clusters are configured within a datacenter, expand the cluster sub-node;

affecting that virtual host (see Figure 10.227).
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Similarly, if you expand the virtual host node in the tree-structure, you can view the name and state of
those VMs that are executing on that virtual host. If you now click on a VM in the tree, the problem

Figure 10.230: The Events tab page for a particular virtual host selected from the tree

affecting that VM alone will be displayed in this tab page.

If resource pools are configured on a virtual host, then the resource pools also will appear as the sub-nodes
of the virtual host-node. If you click on a resource pool in the tree, the corresponding Current Events tab
page will list the current problems affecting the performance of one/more virtual machines included in the

resource pool.

To perform additional diagnostics on one of the problems listed in this tab page, you can click on the
corresponding Graph icon. A graph of the problem measure for the last 1 hour (by default) will then appear

revealing when exactly the problem occurred.

Clicking on an event listed in this tab page will lead you to the layer model page of the problem component,

using which you can quickly determine the problem layer, test, and measure.
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Figure 10.231: The problem layer, test, and measure of the problem component

10.7.7 The Resource Pools Tab Page

If resource pools have been configured on a virtual host, then the eG agent auto-discovers these pools and
displays them as sub-nodes of a virtual host-node. The Resource Pools tab page appears only when a resource
pool in the tree is clicked on (see Figure 10.232). This tab page reveals the current configuration of the chosen
resource pool, which includes the number of virtual machines on the resource pool, the number of running
virtual machines, and the number of child resource pools. Besides the configuration, administrators can also
use this tab page to determine the current state of each of the virtual machines and child resource pools under
the chosen resource pool, and simultaneously analyze the resource usage by the pool.
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Figure 10.232: The Resource Pools tab page

Clicking on a VM listed against the Virtual Machines section of a resource pool leads administrator directly to
the layer model page of the virtual host on which that resource pool is configured, and automatically displays
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metrics that provide an “outside view” of that VM’s performance (see Figure 10.233). These metrics help
administrators in understanding the impact the VM has on the physical resources of the virtual host.
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Figure 10.233: The outside view of a VM under the resource pool

Similarly, clicking on a particular child resource pool displayed against the Child Resource Pools section of
Figure 10.233, takes the administrator to the layer model page of the corresponding virtual host, thereby
granting him a sneak peek at the resource usage metrics of that child resource pool, and enabling him to
analyze how resource-intensive the child is (see Figure 10.233).

10.8 Application-Specific Custom Dashboard

Though the contents of the system/network/application dashboards are customizable, the right to
customization rests with the Admin and Supermonitor users alone, and not all users to the eG monitoring
console. This means that if any monitor user logs into the console, he/she will only be allowed to use the pre-
defined dashboards. These dashboards, as we know, will focus on only those metrics that an Admin or
Supermonitor has configured - a normal monitor user can neither customize the layout nor alter the contents of
such dashboards.

Also, note that by default, dashboards are available only for those applications that are supported out-of-the-
box by the eG Enterprise Suite. For in-house/legacy applications that may have been integrated into the eG
Enterprise Suite using the Integration Console plugin, ready-to-use dashboards are not available.

Therefore, to enable every user with monitoring rights to personalize his/her dashboard experience, the eG
monitoring console allows the creation of Custom Dashboards. These dashboards can be designed for both
existing applications and legacy applications. This capability empowers users to control what data is to be
displayed in the dashboards and how to present it (whether to use dial charts or digital displays or comparison
graphs or tables). This way, users can see what they want to see in the dashboards.
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Using the eG monitoring console, a user can build a custom dashboard for a specific host/application, or can
design a dashboard to visually compare performance across multiple applications. The sections that follow
will discuss both these custom dashboard options.

To build custom dashboard for a particular application, do the following:

1. By default, clicking on a component in the COMPONENT LIST page will lead you to the Layer tab page of that
component, where the layer model, tests, and measurements pertaining to that component will be
displayed.

2. If acustom dashboard is enabled for that component, then a Custom tab page will appear next to the Layer
tab page. If custom dashboard templates pre-exist for the component in question, then, upon clicking on
the Custom tab page, the eG Enterprise system will automatically sort these dashboard templates in the
ascending order of their names, and display the first template in the sorted list in the Custom tab page.
However, if no dashboard templates pre-exist for the said component, then a message to the effect will
appear, as depicted by Figure 10.234 below:

Custom |@| Server | Windowswingd ﬂ 4Back

No Templates Configured

Figure 10.234: The message that appears when no dashboard templates have been configured for a
component

3. To create a new dashboard, click on the 2 icon at the top of Figure 10.234. Figure 10.235 will then appear
displaying a Personal Templates section with the complete list of custom dashboard templates that pre-
exist, regardless of the component with which they are associated.
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Custom Dashboard 4 Back
Personal Templates
TEMPLATE NAME

[ selectall

D cisco router Modify Sharing Modify Template View
D Citric_netScaler Modify Sharing Modify Template View
[0 evetest Modify Sharing Modify Template View
D Termplate Hame Modify Sharing Modify Template View
Fl |ve Modify Sharing Modify Template View

Figure 10.235: List of dashboard templates

4. To modify a dashboard template, click on the Modify Template link corresponding to it, and to view a
dashboard template, click on View. If you want to delete any of the listed templates, select the check box
that pre-fixes the template and click the Delete button. To remove all templates, select the Select All check
box, and then click the Delete button. If required, you can even modify how a dashboard template is to be
shared with the other users registered with the eG Enterprise system. For this, you will have to click on the
Modify Sharing link that corresponds to the template.

5. If other users have shared one/more dashboards that they created with you, then a separate Templates
shared by other Users section will appear below the Personal Templates section (as depicted by Figure
10.236). This section will list all those dashboard templates that other users have shared with you, along
with the names of the users who shared the dashboard (in the SHARED BY column). Shared dashboards
can only be viewed (not modified or deleted). Clicking on the View link against a dashboard template in this
section will allow you to view a shared dashboard.

Custom Dashboard 4 Back

Build Dashboard

Personal Templates

TEMPLATE NAME

[0 | selectal
D MewwinDash Modify Sharing Modify Template View

Templates Shared by other Usars

TEMPLATE NAME SHARED BY
Windowsdash jarnes View

Figure 10.236: Viewing the list of templates shared by other users

6. To build a new dashboard, click on the Build Dashboard button. Provide a name for the new dashboard
template in the Dashboard Name text box in Figure 10.236. Then, from the Application list, pick the
component for which the new dashboard is being configured. By default, the component in question will be
selected from the Application list. Then, by selecting an option from the Sharing list, indicate how you want
to share the dashboard with other users to the eG Enterprise system. By default, the Private option is
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chosen from this list. This indicates that the user building the dashboard is alone to authorized to
view/modify/delete the dashboard. Selecting the Public option allows all users to the eG Enterprise system
to view (not modify/delete) the dashboard that is being created. To share the dashboard with specific users
to the eG Enterprise system, select the Share option from the Sharing list. Then, from the Available Users list
that then appears (see Figure 10.238), select the users with whom you want to share the dashboard, and
click the Grant button. This will transfer the selection to the Selected Users list. To revoke the share, select
one/more users from the Selected Users list and click the Revoke button.

Template Name ¢ [windowsdash |

Application ¢ [windous =]

Sharing i | Private |
Create

Figure 10.237: Creating a new dashboard template

Template Name ¢ [windowsdash |
Application v [ windéus |
Sharing v [shars (=)

Available Users Selected Users

2k S . |

204 = ;

mano sl :

Treate

Figure 10.238: Sharing the dashboard template with specific users
Note:

Users with whom you share your dashboard template - i.e., users in the Selected Users list of Figure 10.238
- will only be allowed to view the dashboard, and not modify/delete it.

7. Finally, click the Create button to add the new dashboard template.

8. Doaing so will invoke Figure 10.239.
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Application : Windows Template Name : Windowsdash
PR
% &
£ £ JaN)

— Tool Box

4Back

Figure 10.239: The Design window of the custom dashboard

9. Using Figure 10.239, you can design 'look and feel' of the new dashboard. To help you in building your
dashboard, a tool box is provided to you, as indicated by Figure 10.239. The tools available in this tool box

have been detailed in the table below:

Tool Tool Name

Current Alerts

Event History

Configurations

Performance Indicators

Comparison Table

DD Comparison Table

Comparison Graph

Timeline Chart

Digital Chart

Pl B & E B & Fs O a

Dial Chart

10. If you want your dashboard to display a quick summary of the problems that the target component is
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currently experiencing, then, click on the @ tool in the tool box. This will insert a Current Alerts section in

your custom dashboard as depicted by 10.8.

Application : Windovs Template Name : Windowsdzash =

Current Alarts [x]

Open Alerts =
Distribution =

5*»&?
[

piBFE

B e

1.

12.

4Back

Figure 10.240: Inserting a Current Alerts section in the dashboard

In real-time, the Current Alerts section will display the number of problem events currently associated with
the target component, and will also reveal how these problems are distributed based on problem priority.

If you want to include an event history in your dashboard, then, click on the & tool in the tool box. A bar

graph will be inserted in your dashboard, as depicted by 10.8.
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Application : Windows

Template Name : Windowsdash i) 4Back
Current Alerts [x] History of Events during last | 24 hours [ [x]
Open Alerts = criticall 0 Total Events =
Distribution = majar fl o Ayg Durstion =

Figure 10.241: Including an Event History in your dashboard

13. At runtime, the event history bar graph will reveal the History of Events experienced by the target

component during the last 24 hours (by default). If need be, you can pick another duration from the History
of Events during last list in 10.8, so as to override the default duration of 24 hours.

14. If you want to view the basic configuration of the target component in the dashboard, then, click on the %

Application : windows

tool in the tool box. This will add a Configuration section to the dashboard, as depicted by Figure 10.242.

Template Name : Windowsdash |'&

Pleasa Click hera to Configure

4Back
Current Alerts [x] Histary of Events during last| 24 hours [1] [x]
Open Alerts = Criticalfl O Total Events =
Distribution = Majar| o Avg Duration =
Configuration E‘
®
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Figure 10.242: Adding a Configuration section to the custom dashboard

15. You can even choose the type of configuration information that you want displayed in the Configuration
section. For this purpose, click on the Please Click here to Configure icon within that section in Figure
10.242. This will invoke a Properties window as depicted by Figure 10.243. From the Tests list in the
Properties pop-up, select the test that reports the configuration metrics of interest to you. This will populate
the Measures list with the measures reported by the chosen test. Now, from the Measures list, pick the
measures to be added to the Configuration section. You can add multiple measures reported by multiple
tests to this section. To remove any measure from the section, simply deselect the check box alongside
the measure in the Configuration section.

16.

Application : Windows

Template Hame : Windowsdash

Canfiguration

W 0Sname
¥ Service pack version
W Instzll date

W Architecturs

P

b&BF

2 &

)

Current Alerts (] History of Events during last | 24 hours [
Cpen Alerts criticall 0 Total Events =
Distribution = Major || 0 Avg Duration =

Tests Operating System

System directory
RAM size
Version
Windows directo

Measures

] o

4Back

Figure 10.243: Configuring the configuration metrics to be displayed in the Configuration section

To focus on specific metrics reported by a component so that you are promptly alerted to any change in the

state of those measures, you can mark such metrics as key performance indicators and include them in
the Key Performance Indicators section in your dashboard. To add this section to your dashboard, click on

N

the 2 tool in the tool box. Figure 10.244 will then appear.
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Application ; windows Template Name ; Windowsdash |& 4Back
Current Alerts [x] History of Events during last | 2¢ hours [ [
sibi Z Criticall| 0 =
Configuration =)

Key Performance Indicators [x]

W 0s name

e =

¥ Service pack version

Y

W Instzll date Please Click here to Configure

W Architecture

<]

Figure 10.244: Inserting the Key Performance Indicators section in the dashboard

17. To configure the metrics to be displayed in the Key Performance Indicators section, click on the Please Click
here to Configure icon within that section in Figure 10.245.

Current Alerts History of Events during last 24 hours L;:]
Configuration | [#] | Key Performance Indicators [x]
¥ 0% name §| W Netwaork availability (3e)

¥ Service pack version W Avg network delay (Secs)
W Install date W Packet loss (3:)

v Percent usage [%&)
¥ Architecture i

[<1]

Tests Disk Space Ed

Measures Total cap

Used space (M

R ox

Figure 10.245: Configuring the metrics to be included in the Key Performance Indicators section

18. A Properties pop-up then appears (see Figure 10.245). From the Tests list in the Properties pop-up, select the
test that reports the critical metrics. This will populate the Measures list with the measures reported by the
chosen test. Now, from the Measures list, pick the measures to be added to the Key Performance Indicators
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section. You can add multiple measures reported by multiple tests to the Key Performance Indicators
section. To remove any measure from the section, simply deselect the check box alongside the measure
in the Key Performance Indicators section.

19. Sometimes, you may want to quickly compare the performance of one/more measures across a set of
descriptors, so that potential bottlenecks and the descriptors responsible for the same can be isolated. For
instance, you may want to compare disk space usage across disk partitions to identify the partition that
may soon run out of space. To facilitate this comparative analysis, you may want to include a comparison
table in your dashboard. To do so, simply click on the -4 tool in the tool box. A new section will be inserted
in your dashboard layout, as depicted by Figure 10.246.

Application : Windove Template Name : Windowsdash =3 4Back
Current Alerts [x] History of Events during last| 24 hours [0 (]
Open Alerts = criticall 0 Total Events =
Mijor o sz burstion [
Minar || o -
Configuration S| Key Performance Indicators & =]
W ©F name S| W network zvailzbility (%)
¥ Service pack version = | W Avg network delay (Secs)
¥ Instzll date W Packet loss (%)
[v Percent usage (%&)
¥ Architecture =
Table Header Cij Tools )
9
m- = £o B
) oy e
=] )
Please Click here to Configure :;1 ﬁ
[
®

Figure 10.246: Adding a Comparison Table to your dashboard

20. To indicate which measures need to be compared across descriptors, click on the Please Click here to
Configure icon within the Table Header section in Figure 10.246. A Properties window will then pop-up as
shown by Figure 10.247. From the Tests list in the Properties pop-up, pick a descriptor-based test, and then
pick one/more measures reported by that test from the Measures list. Note that a single comparison table can
be associated with a single test only. Then, click the OK button in the Properties pop-up. Upon clicking OK,
the name of the test will become the title of your comparison table section, and the chosen measures will
be listed therein. To remove a measure from the comparison table, simply deselect the check box
alongside that measure in the comparison table section in your dashboard.
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Figure 10.247: Configuring the measures to be compared in the comparison table
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Figure 10.248: Selected measures appearing in the 'Comparison Table' placeholder

21. Sometimes, you may want to comparatively analyze the information provided in the detailed diagnosis of a
test in order to understand the problem reported by that test better and to accurately isolate the source of
the problem. For instance, the detailed diagnosis of the Free memory measure of the System Details test of a
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host provides the PID (process ID) of the top memory-consuming processes on that host and the
percentage of memory consumed by each process. In the event of a memory contention on the host, you
can use the detailed diagnosis to compare the memory usage of the processes and identify that process
which is responsible for the memory drain. If this comparison is available in a custom dashboard, you can
get to the root-cause of the memory drain much quickly. To display such useful detailed diagnosis
information in your custom dashboard, insert a DD Comparison Table section in it. For this, click on the Fol
icon in the tool box.

22. This will insert a DD Comparison Table Header in your dashboard.

Application ; Windows Template Name : Windowsdash |&| 4Back
Current Alerts [x] History of Events during last| 24 hours [5] &l
viior | 0 -
Minor || o Max Duration =

Configuration & =] Key Performance Indicators [ =]

¥ 05 nzme W Network availability
¥ Service pack version ¥ avg network delay
¥ Install date ¥ Facket loss
¥ Architecture ¥ Percent usage

¥ Registerad user

Disk Space [] | DD Comparison Table Header

Free space Percent usage Total capacity Used space
Info [ ey M (%) M (me) M ()

i}

Please Click here to Configure

Figure 10.249: Inserting a DD Comparison Table section in the dashboard

23. Once you click on the Please Click here to Configure link in Figure 10.249, a Properties dialog box will appear.
In the Tests drop-down list here, the tests for which the 'detailed diagnosis' capability is enabled will be
listed. Once you select a test from this list, the measures for which detailed diagnosis is available will be
populated in the Measures drop-down list. Note that you can select only one test and one measure pertaining to
that test for viewing the detailed diagnosis in a single DD Comparison table. You may add more DD Comparison
tables if you wish to view the detailed diagnosis for more measures. Upon choosing a measure, a DD Columns
list will appear. Here, select the columns that you wish to view in the dashboard and click the OK button.
At runtime, the DD Comparison Table section will display chosen DD columns in a tabular format.
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Figure 10.250: Selecting the DD columns to be included in the DD Comparison Table section

24. If you want to graphically compare the values of specific measures across their descriptors, then, you can
insert a Comparison Graph in your dashboard. Such a graph will enable you to accurately identify the

best/worst performers in a chosen performance area. To insert this graph in your dashboard, click on the
& tool in your tool box. A section depicted by Figure 10.251 will then be included in your dashboard

design.

Application : Windows

Configuration

[ 05 name

¥ Service pack version
¥ Install date

¥ Architecturs

¥ Registered user

Disk Space

Fres space |7 Dercent usage

Info ¥ (0 (%)

Unconfigured 1]

Template Name : Windowsdash

Minorb o ‘

= .I(e'yperﬂ:rmm:[rdi:atms
L;J | W Hetwork availability
‘ W Avg netwerk delzy
T || W Packet loss
¥ Percent usage
=l

] |System Details

@ Ussd =pacs oitn

(MB)

Szmtal
b & BiF g

B

W =eUTIL

4Back
=~
S
.
= |

347



DASHBOARDS

Figure 10.251: Including a comparison graph in your dashboard

25. To configure the measure to be compared using the comparison graph, click on the graph titled
Unconfigured in Figure 10.251. A Properties window will then pop-up as shown by Figure 10.252. From the
Tests list in the Properties pop-up, pick a descriptor-based test, and then pick a measure reported by that
test from the Measures list. Then, click the OK button. Upon clicking OK, the name of the chosen measure
will appear as the title of your comparison graph section (see Figure 10.253).

Application ; Windows Template Name ; windovsdash = <Back
| - =
| Configuration [ [%] || Key Performance Indicators
¥ 035 name @ ¥ Network availability
¥ Service pack version ¥ Aug network delay
¥ Install date || ¥ Packet loss
¥ Architecturs ¥ Percent usage
¥ Registered user @l
|Disk Space — = | |Free memary =
Info |V Free space ¥ Percent usage W Total capacity ¥ Used space v 21D W =eUTIL
Unconfigured
| Tests -é';stem Details @
L Measures | CPU utilization (%) [+]
| [Tox |
I
]

Figure 10.252: Configuring the measure for the comparison graph
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Figure 10.253: The selected measure appearing as the title of the Comparison Graph section

26. To historically analyze performance of a measure, you can include a Timeline Graph in your dashboard. For
this purpose, click on the &4 tool in the tool box. A measure graph depicted by Figure 10.254 will then get
appended to your dashboard as shown by Figure 10.254.

Application : Windovws

Template Name : Windovsdash

4Back
——— [~
Max Duration i
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[ee———————
=

Figure 10.254: Including a timeline graph in the dashboard
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27. To configure the measure for which the history graph is to be generated, click on the graph titled
Unconfigured in Figure 10.254. A Properties window will then pop-up as shown by Figure 10.255. From the
Tests list in the Properties pop-up, pick a test, and then pick a measure reported by that test from the
Measures list. Then, click the OK button (see Figure 10.255). Doing so will set the name of the chosen
measure as the title of your history graph section.

Application ;: Windows Template Name ; Windowsdash = 4Bac
(U EE———- P £ q
Tools X
Configuration = j [Z] [%] | | Key Performance Indicators [
W OS5 nzme & | | 7 network availability
W Service pack version A o= |%‘ ¥ Avg netwerk delay
is =
W Install date ot ﬁ W Packet loss
W Architecture 2 E W Percent usage
v Registered user W
® —
Disk Space [*] | Free memary (]
Info [¥ Fres space ¥ Percent usage ¥ Total capacity V¥ Used space ¥ PID V¥ =cUTIL
CPU utilization (%) [%] | Unconfigured [x]

Tests Nindows Network Traffic 54

1 Measures | Inbound packet errors (Number) |:..'
oK

oy 'v-a..i_N\W;.,-ww“«e,vw 13

Tl

Figure 10.255: Configuring a measure for the history graph in the dashboard

28. To receive quick updates on the current status and values of critical measures, you can include digital
displays and/or dial charts in your dashboard for each such measure. To add a digital display to your
dashboard, click on the B tool in the tool box. A digital graph titled Unconfigured will then appear in the
custom dashboard (see Figure 10.256). To associate the graph with a particular measure, click on the
digital graph in Figure 10.256.
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Figure 10.256: Adding a digital graph to the dashboard

29. A Properties window will then pop-up as shown by Figure 10.257. From the Tests list in the Properties pop-
up, pick a test, and then pick a measure reported by that test from the Measures list. Then, click the OK
button. Upon picking OK, you will find that the title of the digital graph changes to reflect the measure

name.
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Figure 10.257: Configuring the digital graph in the custom dashboard

30. Toinsert a dial chart, click on the /& tool in the tool box. A section titled Unconfigured will then appear, as
shown by Figure 10.258. For configuring the measure to be represented by the dial chart, click on the

Unconfigured section in Figure 10.258.
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31.

Figure 10.258: Inserting a dial chart into the custom dashboard

A Properties window will then pop-up as shown by Figure 10.259. From the Tests list in the Properties pop-
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up, pick a test, and then pick a measure reported by that test from the Measures list. Then, click the OK
button. Upon clicking OK, you will find that the title of the dial chart changes to reflect the measure name.

Note:

« Dial charts can be configured only for those measures that report percentage values.

« If the Show threshold flag is enabled, then, only the Absolute Thresholds configured for the chosen
measure will be displayed in the dial chart.

Application : Windovs Template Name : Windovsdash s 4Back
_ g g &

o

Tools [X].
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Measures | TCP retransmit ratio (%) L:«J
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J M
sesheotreten R

Figure 10.259: Configuring a measure for the dial chart

32. At any time during dashboard design, if you close the tool box by clicking on the X button at its right, top

33.

corner, you can restore the tool box by clicking on the [& icon that appears at the top of the custom
dashboard.

Once you are done designing the dashboard, you can preview it by clicking on the 2] at the top of Figure
10.259. Figure 10.260 and Figure 10.261 depict a sample preview.
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Figure 10.260: A sample preview of the custom dashboard
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Figure 10.261: A sample preview of the custom dashboard
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34. To return to the design mode of the dashboard being viewed, click on the Modify button next to the
Templates list in Figure 10.235. To modify another dashboard, simply select the dashboard name from the
Templates list and click the Modify button next to it.

10.9 Application-Independent My Dashboard

With eG Enterprise, you have the option to build a custom dashboard, using which you can graphically
compare current and historical performance of multiple applications of interest to you. This dashboard not only
allows you to choose the components to focus on, but also pick the measures and even descriptors that
should be featured in it. By default, this dashboard capability is enabled. To build an application-independent

custom dashboard therefore, click on the E= icon available in the Monitor tab and then select the My Dashboard
option from the Dashboards section. To disable this capability, you need to do the following:

> Edit the [MULTISERVER_CUSTOM_DASHBOARD] section of the eg_ui.ini file in the <EG_INSTALL_
DIR>\manager\config directory.

> By default, the ShowCustomDashboard flag is set to Yes. To disable the capability to view / modify / build
new custom dashboards that are application-independent, switch off this flag by setting it to No.

» Finally, save the file.
Note:

« By default, the user who creates a dashboard is the only one who is authorized to view / modify / delete that
dashboard.

o Users can create custom dashboards using only those components that are assigned to them for
monitoring.

Follow the steps given below to design a My Dashboard:
1. Select My Dashboard from the Dashboards section that appears upon clicking the E icon available against
the Monitor tab.

2. If no dashboards pre-exist, then “No Dashboards configured!Click here to Add Dashboard” message will
appear (see Figure 10.262).

_:e%: Admin Monitor e Configuration = Q @ @ ® @

No dashboards ¢

Figure 10.262: The message that appears when no dashboard pre-exists

If multiple dashboards pre-exists, then the dashboard that was created soon after clicking the Click here to
Add Dashboard message will be set as the default dashboard.
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3. If any dashboards pre-exists for the components that are being monitored, then, upon clicking . icon, the
LIST OF MY DASHBOARDS page as shown in Figure 10.263 will appear listing all the pre-existing
dashboards. The eG Enterprise system automatically sorts these dashboards in the ascending order of
their names while listing.

LIST OF MY DASHBOARDS

Q Add Dashboard

Description

Figure 10.263: The List of My Dashboards page

4. |If other users to the eG Enterprise system have shared one/more dashboards that they created with you,
then such dashboards will be listed in the Dashboards shared by other users section. Besides listing the
names of the shared dashboards, this section will also display (in the Shared by column) who shared each
of the listed dashboards with you. Shared dashboards can only be viewed (not modified or deleted). To
view a shared dashboard, click on the Name of the dashboard, or click on the n icon that corresponds to
each dashboard.

5. To create a new dashboard, click on the Add Dashboard button in the LIST OF MY DASHBOARDS page (see

Figure 10.263). This will lead you to Figure 10.264 where you are required to enter the credentials for
creating a new dashboard.
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6.

ADD DASHBOARD

Dashboard Name
test

Description

Refresh Frequency (secs)

B0
View by Sharing

Components w Private

Figure 10.264: Adding a new dashboard

In Figure 10.264, specify the following:

>
>
>

Dashboard Name: Provide a name for the new dashboard.
Description: Here, provide a brief description of the new dashboard.

Refresh frequency : Specify the time interval after which the dashboard needs to be refreshed. By
default, this is 60 seconds.

View by: To categorize the dashboard, or to view only the components available in the
Zone/Segment/Services, select the option under the View by dropdown. For example, selecting the
Service option will list only the components that are part of a service. To view all the components in the
environment, click on the Components option. By default, the Components option will be chosen in the
View by list.

Sharing: Here, indicate whether or not you want to share the new dashboard with other users, and if so,
what should be the level of sharing. For this, pick any of the following options from the Sharing drop-
down list. By default, the Private option is chosen from this list.

« Private: Indicates that the user building the dashboard is alone authorized to view/modify/delete the
dashboard. This is the default option.

« Public: Allows all users to the eG Enterprise system to view (not modify/delete) the dashboard that
is being created.

« Share: You can select this option to share the dashboard with specific users to the eG Enterprise
system. From the Available Users list that then appears (see Figure 5), select the users with whom
you want to share the dashboard, and click the > button. This will transfer the selection to the
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Selected Users list. To revoke the share, select one/more users from the Selected Users list and click
the < button. You can also provide read/write access to the users with whom you have shared the
dashboard by checking the Allow R/W sharing checkbox. The Available users for RIWsharing list will
then be populated with the users with whom you have shared the dashboard. Select the users to
whom you wish to provide the read/write access from this list.

» Finally, click the Create button to create the new dashboard.

7. To modify a pre-existing dashboard, click on the B icon that corresponds to each dashboard in the LIST OF
MY DASHBOARDS page or by clicking the B2 icon while editing the dashboard. A MODIFY DASHBOARD pop

up window will then appear as shown in Figure 10.265 using which you can change the name of the
dashboard, the frequency with which the dashboard is to be refreshed etc.

MODIFY DASHBOARD

Dashboard Name

Description

Refresh Frequency (secs)

View by Sharing

Components Private

Update

Figure 10.265: Modifying an existing dashboard

If required, you can even modify how a dashboard is to be shared with other users registered with the
eG Enterprise suite. For this, you will have to pick an option from the Sharing drop down list (see
Figure 10.266). Finally, clicking the Update button will help you apply the necessary changes made.
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ADD DASHBOARD

Dashboard Name

test

Description

Refresh Frequency (secs) View by Sharing

60 Components Share & Allow R/W sharing

Available Users Selected Users Available users for R/W sharing
admini23 egsm egsm

adminé

adminy

sSupermaonitor

Figure 10.266: Sharing the dashboard with the users of your choice

8. To view any of the existing dashboards, click on the - corresponding to each dashboard in the LIST OF
MY DASHBOARDS page (see Figure 10.263). If you want to delete any of the listed dashboards, click the 1]
icon corresponding to each dashboard (see Figure 10.263). To remove all dashboards, select the check

box that pre-fixes each dashboard, and then click the @ icon (see Figure 10.263). To search for a
dashboard from the list of pre-existing dashboards, enter the name of the dashboard in the Search text box
and click the B icon within (see Figure 10.263).

9. To publish any of the existing dashboards through Microsoft SharePoint to other users in your

organization, click on the. icon corresponding to each dashboard (see Figure 10.263). Figure 10.267 will
then appear listing the Name and the Publish Url of the dashboard that is to be published.
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PUBLISH DASHBOARD

Name

test

Publish Url

https: /f192.168.9.76. 7077 [ MyDashboard f publishedDashboard.dofuid=test
%7 Ex40%7Eadmin

Publish

Figure 10.267: The Publish Dashboard pop up window

Clicking the Publish button will help you publish the chosen dashboard. Once the dashboard is published,
the E icon will appear along with the Name of the dashboard as shown in Figure 10.268.

76%7 Admin Monitor = Configuration = ser Sed Q @ @ ® @

LIST OF MY DASHBOARDS

Add Dashboard

Name

Figure 10.268: An icon appearing next to the published dashboard

You can hover over this icon to view the Publish url at any point of time. Likewise, you can unpublish a

published dashboard by clicking the . corresponding to each published dashboard. Figure 10.269 will

then appear. Clicking the Unpublish button in the UNPUBLISH DASHBOARD pop up window will unpublish the
dashboard.
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10.

11.

12.

UNPUBLISH DASHBOARD

MName

test

Publish Url

https:f /192 1689 767077 fMyDashboard f published Dashboard.do?uid=test
7 EX40%7Eadmin

Unpublish

Figure 10.269: Unpublishing the dashboard

To edit a pre-existing dashboard, click on the icon corresponding to each dashboard in the LIST OF MY
DASHBOARDS page (see Figure 10.263). Figure 10.270 will then appear.

Admin Monitor = Reporter = Configuration = et kil Q @ @ ® @

Figure 10.270: Icons that are used for designing the dashboard

A set of icons will appear as shown in Figure 10.270 using which you can design the dashboard of interest
to you.

To design a dashboard, you need to click on the . icon. Figure 10.271 will then appear using which you
can customize the dashboard of your interest. Section Section 10.9.1 will explain in detail about how to
design a dashboard.
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13.

14.

ADD WIDGETS

Data Graph Health

Table
Tabulates real-time metrics for

SEMYErs

Detailed Diagnosis
Tabulates latest detailed diagnostics
of a chosen measure

Alerts

Lists current alarms

Live Measures

e metrics reportec

by a chosen test for selected servers

Figure 10.271: The Add Widgets pop up window used for building the dashboard

To modify the dashboard on the fly, click on the B2 icon. The MODIFY DASHBOARD pop up window (see

Figure 10.265) will then appear allowing you to modify the settings of the dashboard that is currently being
built.

You can even personalize the background of your dashboard by clicking the - icon. Figure 10.272
window will then appear listing a set of background themes.
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15.

16.

DASHBOARD BACKGROUND

Figure 10.272: Changing the background of the dashboard

Clicking on any background theme will change the dashboard background accordingly. You can also
import any image of your interest as a dashboard's background to reflect your interest or mood by simply
uploading an image using the Choose file option available in the UPLOAD YOUR OWN section.

If the dashboard that you are currently building is not the default dashboard, then an additional E icon will
appear which when clicked will set that particular dashboard as the default dashboard (see Figure 10.273).

e%‘_ Admin Monitor = Reporter B Configuration = ser Szarch Q @ @ ® @
st

testl v

Figure 10.273: Changing the default dashboard

If you wish to open the dashboard in a separate window, then you can do so by clicking the . icon
(seeFigure 10.273).

10.9.1 Designing a My Dashboard

To design a My dashboard of interest to you, click on the ' icon in Figure 10.270. Figure 10.271 will then
appear. Using the widgets mentioned in Figure 10.271, you can design the look and feel of the new dashboard.

By default, the ADD WIDGETS pop up window consists of the following four tabs:

» Data
» Graph
» Health
>

Misc
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Each tab in this window consists of a group of widgets that are used in building the dashboard. Let us now
discuss in detail about each tab and the widgets that are currently available:

10.9.1.1 The Data Tab

If you wish to compare the values of metrics for a wide range of components or if you wish to compare the
detailed diagnosis of various measures or if you wish to view the list of alarms for a chosen measure, then you
can use the widgets from the Data tab. The forthcoming sections will explain in detail about each widget
available in the Data tab.

1. Table

If you want to compare the values of metrics collected from a wide array of components in a tabular
column, then, you can use the Table widget. To add a Table widget, click on the Add button against the
Table option in the Data tab. A blank Table widget will be appended to the dashboard as shown in Figure
10.274.

Table

Figure 10.274: The Table widget
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Clicking on the l icon in this widget will invoke Figure 10.275 using which you can configure the metrics
that are to be displayed in this widget.

TABLE - METRICS CONFIGURATION

showTopN: Yes No show values: Yes Display:

¥ Descriptors ¥ Servers

Test Component Type
M Aggregate Descriptors
Measure Components Descriptor
Drive availability
Free space
Percent usage
Total capacity

Used space win_158_2012_32

win_202_2008_32

Selection Details

Component

Update

Figure 10.275: Configuring metrics that are to be shown in the Table widget

Let us now discuss on how to configure metrics in the Table widget using Figure 10.275:

« Select a Test, Component Type, Component and Measure for which you wish to configure the Table
widget. Once you have chosen the Component, the descriptors of the chosen component will be
displayed in the Descriptor section. Select the descriptor of your choice from this list. If the
Components list consists of too many components, then viewing all the components and selecting the
ones you need for configuring the widget could require endless scrolling. To avoid this, you can click

the icon next to the Component list. Figure 10.276 will then appear using which you can view

almost all the descriptors in a single interface and Select the ones that you wish to view in the Table
widget.
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COMPONENTS

Figure 10.276: The COMPONENTS pop up window

« You can even search for a component of your search using the Search Component(s) field in the
Components list.

« If the Descriptor list consists of too many descriptors, then viewing all the descriptors and selecting the
ones you need for configuring the widget could require endless scrolling. To avoid this, you can click

the icon next to the Descriptor list. Figure 10.276 will then appear using which you can view almost
all the descriptors in a single interface and Select the ones that you wish to view in the Table widget.

DESCRIPTOR

All Descriptors

Figure 10.277: The DESCRIPTOR pop up window

« You can even search for a descriptor of your search using the Search Descriptor(s) field in the Descriptor
list.

« If descriptors exist for a chosen component, an Aggregate Descriptors flag will appear as shown in
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Figure 10.278. By default, this flag is set to No. If this flag is set to Yes, then an Aggregate Function drop
down list will appear with the functions using which you can aggregate the chosen measures and
display the same in the Table widget.

TABLE - METRICS CONFIGURATION

No show values: fes Display: o Descriptors ¥ Servers

Compo

Mi Vs Aggregate Descriptors

Measure Components Aggrgeate Function

Drive availability

win_118 2012 64

Measure Descriptor ation Aggregate Function

Update

Figure 10.278: The Aggregate Descriptors flag that appears when a descriptor is chosen

« If you wish to see the Top N values of the chosen measures in the Table widget, then set the Show
TopN flag (seeFigure 10.275) to Yes. By default, this flag is set to No.

« By default, the Show Values flag (see Figure 10.275) is set to Yes indicating that the real time values of
the chosen measures are displayed in the Table widget. If this flag is set to No, then the state of the
chosen measure during the last measurement period for each chosen component is displayed as
against the real time values.

« By default, the Servers option is checked against the Legend Display field in Figure 10.275. If you wish
to view descriptor-wise measure values, then you can check the Descriptors option against the Legend
Display field.

« Clicking the Add button in Figure 10.275 will display the selections that you have made in the Selection
Details section (see Figure 10.275).

« If you wish to delete a selection, then you can do so clicking the Il icon. If you wish to delete multiple
selections at a single shot, then select the check box against the selections and click the @ icon.

« Clicking the Update button in Figure 10.275 will populate the Table widget with the values of the chosen
measures in a tabular format as shown in Figure 10.279.
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Figure 10.279: The Table widget thatis designed as per your choice

« If you have set the Show TopN flag to Yes, then an additional Weighted Average flag will appear as
shown in Figure 10.280.

TAELE - METRICS CONFIGURATION
ShowTopN: Yes No Weighted Average: No Display: # Descriptors ¥ Servers

Timeline From g Min To Hr Min

1 hour ~

Test Measure Component Type

Disk Space w Free space £~ Mic Windows

Component Descriptor

Q
a8
win_118_2012_64 All Descriptors
win_151_2008_64 C
win_158_2012_32
win_202_2008_32

Update

Figure 10.280: When the Show TopN flag is set to Yes while designing a Table widget

Using the Weighted Average flag, you can indicate how the Avg value is to be computed for a chosen
measure. The status of the Weighted Average flag is relevant only if the Test chosen is a descriptor-
based test, and the descriptors are dynamic in nature. For example, the Net flows test auto-
discovers the net flows that are currently active on a Cisco router. For each net flow (i.e., source IP -
destination IP pair) so discovered, the test reports a variety of statistics. Unlike descriptors such as
disk partitions or processors that rarely change, the net flows are dynamic descriptors, which may
change often; in other words, a net flow that is active on the network now, may not communicate at all
during the next measurement period. The Net flows test will neither report metrics for the inactive
descriptors nor display it in the eG monitoring console. This is why, net flows are considered ‘dynamic
descriptors’.

« By default, when the Show TopN flag to Yes, the Avg value of the chosen measure is compared across
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all selected descriptors. Since the Weighted Average flag is set to No by default, this Avg is computed
as the ratio of the sum total of the measure values reported by a descriptor during the given timeline
and the total number of times the test ran during the same timeline. In case of dynamic descriptors
however, the Avg values so computed may not reveal the ‘true picture of performance’. This is
because, the test may not discover or report metrics for dynamic descriptors throughout a given
timeline. For example, take the case of the Net flows test. Say, the test auto-discovered two net
flows - namely, ‘A’ and ‘B’ - during its first measurement period; both net flows registered a Data in
Flow of 3 MB and 8 MB respectively. Assume that the second time the Net flows test ran, it captured
5 MB of data in net flow ‘A’. Net flow ‘B’ however was inactive during the second measurement period,
and hence, was not discovered at all. If the Weighted Average flag is set to No by default, then, the
TOP-N report will plot the Avg value of 4 MB (3+5=8/2=4) for net flow ‘A’ and 4 MB (8/2=4) again for
net flow ‘B’. If you notice, unlike net flow ‘A’, where 8 MB of data was transacted over a period of time,
in case of net flow ‘B’, 8 MB of data was transacted at one shot! Logically therefore, net flow ‘B’ has to
be ranked above net flow ‘A’ in terms of data in flow. However, since the default Avg value
computation does not clearly bring out this difference, both net flow ‘A’ and ‘B’ are treated at par! This
is why, in case of dynamic descriptors, you may want to set the Weighted Average flag to Yes. In this
case, the eG Enterprise system expresses Avg as the ratio of the sum total of the measure values
reported by a descriptor during a given timeline and the ‘total number of times that descriptor was
active’ during the same timeline. This implies that if the Weighted Average flag is set to Yes in the net
flow example above, the Avg value for net flow ‘A’ will continue to be 4 (3+5=8/2=4), but the same for
net flow ‘B’ will be 8 MB (8/1=8). In the Table widget report therefore, net flow ‘B’ will be placed above
net flow ‘A’, thereby accurately pointing you to the top communicators over the network.

TABLE - METRICS CONFIGURATION
ShowTopN: Yes No Weighted Average: fes No Display: ¥ Descriptors ¥ Servers

Timeline From g Min To Hr

1 hour »

Test
Disk Space

Component Descriptor

&
win_118_2012_64 All Descriptors
win_151_2008_64 C
win_158 2012 32
win_202_2008_32

Update

Figure 10.281: Setting the ShowTopN and Weighted Average flags to Yes

« If you have set the Show TopN flag to Yes, chosen a Test and Measure to be displayed in the Table
widget as shown in Figure 10.281, then an additional bar graph will appear against each chosen
component in the Table widget as shown in Figure 10.282.
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TopN Table Header

Figure 10.282: The Table widget when both the ShowTopN and Weighted Average flags are setto Yes

« If you wish to edit your selection, then you can click on the I8 icon that appears in the right top corner
of the Table Header widget once you have configured the widget.
2. Detailed Diagnosis

If you wish to periodically monitor the detailed diagnosis of a particular measure in your environment, then
you can use the Detailed Diagnosis widget. Clicking the Add button against the Detailed Diagnosis option in
the Data tab of Figure 10.271 will append the Detailed Diagnosis widget to the dashboard see Figure

10.283.

Detailed Diagnosis

e

Detailed Diagnosis

Figure 10.283: The Detailed Diagnosis widget
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R

Now, clicking the Q icon in the widget will lead you to Figure 10.284.

DD METRICS - METRICS CONFIGURATION

Component Type Component

DD Columns
Microsoft Windows win_151_2008_64

Test Measure
Disk Activity sk busy

10 Read
10 Read Ops Rate(Ops [Sec)

Figure 10.284: Configuring the Detailed Diagnosis widget

Select the Component Type, Component, Test and Measure for which you wish to view the detailed diagnosis
in Figure 10.284. The DD Columns will then be populated with the attributes that are available for the
chosen measure. You can either select all the attributes or select the ones that are of interest to you.
Clicking the Add button in Figure 10.284 will list your selection in the Detailed Diagnosis widget as shown in
Figure 10.285.

Figure 10.285: The Detailed Diagnosis widget designed based on your choice
Note:

The detailed diagnosis of a single measure can alone be viewed in the Detailed Diagnosis widget. If you
wish to view the detailed diagnosis for multiple measures, then you need to include multiple Detailed
Diagnosis widgets in your dashboard.

3. Alerts
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To view the list of currently open problems in your environment, you can use the Alarms widget. To include
an Alarms widget in the dashboard, click on the Add button against the Alerts option of the Data tab (see
Figure 10.271). The Alarms widget will then be appended to the dashboard with all the alarms that are
currently open in your environment as shown in Figure 10.286.

Alarms
Component(s) Description

. win_118_2012_&4 Many processes using handles a. ..

. win_118_2012_&4 Many failure audits in the Windo. ..

@ win_151_2008_64 Memory utilization is high

. win_151_2008_&4 Many application errors in the e...

Figure 10.286: The Alerts widget that shows the current alarms in your environment
Note:
> You cannot edit the Alarms widget.
» The Alarms widget can be added only once in the dashboard.

» The displayed alarms will be based on the View by option that is chosen while adding the dashboard. If
you have associated a service with the dashboard, then the alarms pertaining to that service alone will

be displayed in the Alarms widget.
4. Live Measures

If you wish to monitor the real time metrics reported by certain measures, then you can use the Live
Measures widget. Clicking the Add button against the Live Measures option in the Data tab as shown in Figure
10.271 will append the Live Measures widget to your dashboard (see Figure 10.287).

Live Measures

Figure 10.287: The Live Measures widget
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Clicking the . icon in the widget will lead you to Figure 10.288 where you will be required to configure
the measure of your choice.

LIVE MEASURES — METRICS CONFIGURATION

View Type: Horizontal Vertical

Descriptor
Measure

Dr ilability
Free space
Percent usage
Total capacity

Used space

Update

Figure 10.288: Configuring the metrics to be displayed in the Live Measures widget

Select the Component Type, Component, Test, Descriptor and Measure foe which you wish to view the real
time metrics in the Live Measures widget and click the Update button in Figure 10.288. Figure 10.290 will
then appear.

« Freespace

« Percent usage

+ Total capacity

Figure 10.289: The Live Measures widget that is designed as per your choice

By default, Vertical option will be chosen against the View Type field (see Figure 10.288) indicating that the
metrics of the chosen measure will be displayed vertically along with the current state of the measure (see
Figure 10.290).

If you choose Horizontal option against the View Type field, then metrics will be displayed in a column
manner as shown in Figure 10.290. Here, the state of the measure cannot be viewed.
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Disk Space for win_202_2008_32 &

Free space Percent usage Total capacity

14221 8398 53.5507 306179961

Figure 10.290: The Live Measures widget that appears when Horizontal option is chosen

Note:

The Live Measures widget can be configured to view the measures of a single Test alone. If you wish to
configure Live Measures for multiple tests, then you may need to configure a Live Measures widget for each

chosen Test.
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10.9.1.2 The Graph Tab

To view a graphical representation of the measures, compare the measures in real-time, you can use the
Graph tab (see Figure 10.291).

ADD WIDGETS

Data Graph Health

Gauge Meter

Depicts real-time metrics for server

Digital Chart
Depicts real-time metrics for server
in Digital display

Pie Chart
Depcits how ¢ £n Measures are
distributed for selected templates

Bar Graph

pares redl-time metrics across

measure and server

Figure 10.291: The Graph tab in the Add Widgets window

Each of the widgets of the Graph tab is discussed in detail below:

1.

Gauge Meter

Often administrators may want to keep track on certain mission critical metrics round the clock. To view
such real-time metrics, you can use the Gauge Meter widget. To add a Gauge Meter widget to the dashboard,
just click the Add button against the Gauge Meter in the Graph tab (see Figure 10.291). The Gauge
Meter widget will then be appended to the dashboard as shown in Figure 10.292.
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Figure 10.292: The Gauge Meter widget

Clicking the - icon in the widget will lead you to Figure 10.293 using which you can configure the
metrics for the widget.

GAUGE METER - METRICS CONFIGURATION

Component Type Component
Mic
Measure Descriptor

~ C

Update

Figure 10.293: Configuring the Gauge Meter

Selecting a Component Type, Component, Test, Measure and Descriptor in Figure 10.293 and clicking the
Update button will display the Gauge Meter for the chosen measure.

Figure 10.294: The Gauge Meter widget that is configured as per your choice
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Using this Gauge Meter widget you can figure out the maximum value of the measure and the current value
of the metric in real time. This widget also helps you to figure out the load/utilization of the chosen measure
in real time.

Note:

If the measurement unit of the measure plotted in the Gauge Meter is Percent, then the maximum value of
the Gauge Meter is 100. If the measure has a measurement unit other than Percent, then the maximum
value is picked by analyzing the values reported by the measure over a timeperiod. If you wish to change
this timeperiod, then you can do so by editing the GaugeMaxTimeline parameter available in the
[DASHBOARD_ SETTINGS] section of the <eG_ INSTALL_ DIR>\manager\config\eg_
customdashboard.ini file. By default, the GaugeMaxTimeline parameter is set to 24 hours.

By default, the Gauge Meter is plotted using the default HighCharts plugin. If you wish to use a different
plugin, then you can do so by setting the EnableHighChartsforGauge flag available in the [ DASHBOARD_
SETTINGS] section of the <eG_INSTALL_DIR>\manager\config\eg_customdashboard.ini file to false.

2. Digital Chart

The Digital Chart helps administrators to track the fluctuations of a chosen measure over a period of time.
To configure a Digital Chart, just click the Add button against the Digital Chart widget in the Graph tab
(seeFigure 10.291). The Digital Chart will now be appended to the dashboard as shown in Figure 10.295.

Digital Chart

Digital Chark

Figure 10.295: The Digital Chart widget

To configure the measure of your choice, just click the - icon in the widget which leads you to Figure
10.296.

DIGITAL CHART - METRICS CONFIGURATION

Component Type Component

Microsoft Windows

Measure Descriptor

Percent usage £ C

Update

Figure 10.296: Configuring the Digital Chart widget
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Selecting a Component Type, Component, Test, Measure and Descriptor in Figure 10.296 and clicking the
Update button will display the Digital Chart for the chosen measure as shown in Figure 10.297.

Percent usage - C

(%)

Figure 10.297: The Digital Chart widget that is configured as per your selection

3. PieChart

To view the distribution of metrics for a chosen component based on a pre-defined template, you can use
the Pie Chart widget. Clicking the Add button against the Pie Chart in the Graph tab will append the Pie Chart
widget to the dashboard as shown in Figure 10.298.

Pie Chart

¢

Fie Chart

Figure 10.298: The Pie Chart widget

Clicking the E icon will invoke Figure 10.299.

PIE CHART - METRICS CONFIGURATION

Template Name Component Type Component

DiskUsage w win_158_2

Descriptor

C

Update

Figure 10.299: Configuring the Pie Chart widget
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Select a Template Name, Component Type, Component and Descriptor of your choice from Figure 10.299 and
click the Update button to view the distribution of metrics in the Pie Chart widget.

DiskUsage - C

Used space 54.3

Figure 10.300: The Pie Chart metrics displaying the distribution of metrics

By default, the Template Name list will be populated with the templates that have been pre-defined in the
[PIE_ CHART_ TEMPLATES] section of the <eG_ INSTALL_ DIR>\manager\config\eg_
customdashboard.ini file. If you wish to add a template on your own, you can do so by editing the [PIE_
CHART_TEMPLATES] section. You can append a new template in the following format:

Name of the Template#TestName:Measure=TestName:Measure 1, TestName:Measure
2,.....Testname:Measure n where, Measure is a cumulative sum of Measure 1, Measure 2,.....Measure n.

Note:

For a pie chart to be plotted effectively, the measurement units of all the measures appended to a template
should be the same.

4. Bar Graph

If you want to compare the values of the configured measure-descriptor combinations during the last
measurement period, you can use the Bar Graph widget. To append a bar graph to your dashboard, click
the Add button against the Bar Graph in the Graph tab (see Figure 10.291). Figure 10.301 will then appear in
your dashboard.

Bar Graph

Bar Graph

Figure 10.301: The Bar Graph widget
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You may add the measures and components using Figure 10.302 that appears when you click the n
icon in the Bar Graph widget. Figure 10.302 will then appear.

BAR GRAPH - METRICS CONFIGURATION

ShowTopN: Yes No Legend Display: 4 ¥ Servers

Descriptors

Component Type

Aggregate Descriptors
Measure Descriptor
Drive availability
Free space
Percent usage

win_4 All Descriptors
Total capacity

E c
Used space )

D
E

Selection Details
Component

ate Function

Update

Figure 10.302: Configuring the bar graph

Choosing the options of your choice in Figure 10.302 and clicking the Update button will invoke Figure

10.303. The Configuration of a Bar Graph widget is similar to that of the table widget. Refer to Page 10 of
this document to know more about configuring a bar graph widget.

0045

Figure 10.303: The Bar Graph widget that is configured as per your selection
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If the ShowTopN flag is set to Yes as shown in Figure 10.304, then the Bar Graph widget will appear as
shown in Figure 10.305.

BAR GRAPH - METRICS CONFIGURATION

ShowTopN: Yes No Weighted Average: Legend Display: 4 ¥ Servers

Descriprors

Timeline From 3 To

1 hour

Test Measure Component Type

Mic e W

Descriptor

All Descriptors

D
(3

Update

Figure 10.304: Configuring a Bar Graph when the ShowTopN flag is setto Yes

Figure 10.305: The Bar graph widget when the ShowTopN flag is setto Yes
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If such a bar graph is generated for closely related measures, it will enable you to accurately diagnose the
root-cause of performance problems in an infrastructure.

If you wish to change the colors used in the bar graph, simply click the EH icon and choose the color

palette of your interest. You can even define your own set of colors in the [GRAPH_PALETTES] section of
the <eG_INSTALL_DIR>\manager\config\eg_customdashboard.ini file.

5. Line Chart

By analyzing the Minimum, Maximum and Average values of a chosen measure over a chosen time
period, you can deduce past performance trends, predict future trends, and accordingly draw capacity
plans for the future. To deduce such trends, you can use the Line chart widget. Clicking the Add button
against the Line chart widget in the Graph tab as shown in Figure 10.291 will append the Line chart to the
dashboard as shown in Figure 10.306.

Line Chart

Line Chart

Figure 10.306: The Line Chart widget
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To add the measures for which you wish to view the line chart, click on the m icon in Figure 10.306.
Figure 10.307 will then appear.

LINE CHART - METRICS CONFIGURATION

Legend Display: ' ¥ Servers + Metrics
Descriptors

Timeline From r Min To

1 hour -

Descriptor

Data read rate from disk i All Descriptors

Data write rate to disk . Disk0 C: D: E:
Disk busy
Disk busy due to reads

Selection Details

Data write rate to disk

Update

Figure 10.307: Configuring the Line Chart widget

If you wish to change the colors used in the line chart, simply click the EH icon and choose the color

palette of your interest. You can even define your own set of colors in the [GRAPH_PALETTES] section of
the <eG_INSTALL_DIR>\manager\config\eg_customdashboard.ini file.

Let us now discuss on how to configure metrics using Figure 10.307:

» Select a Test, Component Type, Component and Measure for which you wish to configure the Line
Chart. If the Component list consists of too many components, then viewing all the components and
selecting the ones you need for configuring the widget could require endless scrolling. To avoid this,

you can click the icon next to the Component list. The COMPONENTS pop up window will then
appear using which you can view almost all the components in a single interface and Select the ones
that you wish to view in the Line Chart widget. You can even search for a component of your choice
using the Search Component(s) field in the Component list. Once you have selected the Component,
the descriptors of the chosen component will be displayed in the Descriptor section. Select the
descriptor of your choice from this list. If the Descriptor list consists of too many descriptors, then
viewing all the descriptors and selecting the ones you need for configuring the widget could require

endless scrolling. To avoid this, you can click the icon next to the Descriptor list. The

DESCRIPTOR pop up window will then appear using which you can view almost all the descriptors in
a single interface and Select the ones that you wish to view in the Line Chart. You can even search for
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a descriptor of your choice using the Search Descriptor(s) field in the Descriptor list.

» By default, the Servers option is checked against the Legend Display field. If you wish to view
descriptor-wise measure values, then you can check the Descriptors option against the Legend
Display field. If you wish to view the measure-wise values then you can check the Metrics option
against this field.

» You can even pick a Timeline for which the Line Chart should be configured. If you wish to specify the
time for which the Line Chart should be configured, then you can do so using the From and To fields.

» Clicking the Add button will display the selections that you have made in the Selection Details

section.

» If you wish to delete a selection, then you can do so clicking the I icon. If you wish to delete
multiple selections at a single shot, then select the check box against the selections and click the

@ icon.

» Clicking the Update button will display the Line Chart for the chosen measures as shown in Figure
10.308.

Linechart Header

I - = F_Diskd C: D: E: Disk busy | R=EO k0 C: D: E: Data writ
€ rate

Figure 10.308: The Line Chart widget that is configured based on your selection
6. Timeline Chart
To historically analyze the performance of the chosen measure, you can include a Timeline Chart in your

dashboard. Clicking the Add button against the Timeline Chart widget in the Graph tab of Figure 10.291 will
append the Timeline Chart to the dashboard as shown in Figure 10.309.
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~a

Timeline Chart

Figure 10.309: The Timeline Chart widget

To add the measures for which you wish to view the timeline chart, click on the . icon. Figure 10.310
will then appear.

TIMELINE CHART - METRICS CONFIGURATION

Legend Display: 4 v Servers ¥ Metrics
Descriptors

Timeline From r To

1 hour
Test Component Type
Di N

Measure Components Descriptor

Data read rate fro All Descriptors

Diskl :E:

Data write rate to disk
Disk busy

Disk busy due to reads

Selection Details

ponent

Update

Figure 10.310: Configuring the Timeline Chart with the metrics of your choice
In Figure 10.310, do the following:

» Select a Test, Component Type, Component and Measure for which you wish to configure the Timeline
Chart widget. If the Components list consists of too many components, then viewing all the
components and selecting the ones you need for configuring the widget could require endless

scrolling. To avoid this, you can click the icon next to the Components list. The COMPONENTS
pop up window will then appear using which you can view almost all the components in a single
interface and Select the ones that you wish to view in the Timeline Chart widget. You can even search
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for a component of your choice using the Search Component(s) field in the Component list. Once you
have selected the Component, the descriptors of the chosen component will be displayed in the
Descriptor section. Select the descriptor of your choice from this list. If the Descriptor list consists of
too many descriptors, then viewing all the descriptors and selecting the ones you need for

configuring the widget could require endless scrolling. To avoid this, you can click the icon next
to the Descriptor list. The DESCRIPTOR pop up window will then appear using which you can view
almost all the descriptors in a single interface and Select the ones that you wish to view in the
Timeline Chart. You can even search for a descriptor of your choice using the Search Descriptor(s) field
in the Descriptor list.

» By default, the Servers option is checked against the Legend Display field. If you wish to view
descriptor-wise measure values, then you can check the Descriptors option against the Legend
Display field. If you wish to view the measure-wise values, then you can check the Metrics option
against this field.

» You can even pick a Timeline for which the Timeline Chart should be configured. If you wish to specify
the time for which the Timeline Chart should be configured, then you can do so using the From and To
fields.

» Clicking the Add button will display the selections that you have made in the Selection Details
section.

» If you wish to delete a selection, then you can do so clicking the I icon. If you wish to delete
multiple selections at a single shot, then select the check box against the selections and click the

@ icon.

» Clicking the Update button in Figure 10.310 will display the Timeline Chart for the chosen measures
as shown in Figure 10.311.
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= O

M .1 - 575 _Disk0 C: D: E: Disk busy (%)

2000
7000
6000
5000

4000

(KB/sec)
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Figure 10.311: The Timeline Chart widget configured based on the measures of your choice

If you wish to change the colors used in the Timeline Chart, simply click the EH icon and choose the
color palette of your interest. You can even define your own set of colors in the [GRAPH_PALETTES]
section of the <eG_INSTALL_DIR>\manager\config\eg_customdashboard.ini file.

7. AreaChart

To view the area-wise distribution of metrics in a single graph, you can use the Area Chart. For example, if
you wish to plot a chart for the Incoming traffic and Outgoing traffic of the Windows Network Traffic test
and identify how well the network traffic is utilized over a timeperiod, then you can plot an Area Chart. To
add an Area Chart to your dashboard, click the Add button against the Area Chart option in the Graph tab of
Figure 10.291. Figure 10.312 will then appear.

Area Chart

A

Area Chark

Figure 10.312: The Area Chart widget
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Once the Area Chart widget is appended to the dashboard, click on the m icon. Figure 10.313 will then

appear.

AREA CHART - METRICS CONFIGURATION

Legend Display: + ¥ Servers ¥ Metrics Stack Area Chart:
Descriptors

Timeline From

Component Ty

< Traffic

Components Descriptor

‘Outgoing traffic

Selection Details

Update

Figure 10.313: Configuring the Area Chart
Configure the metrics in Figure 10.313 as specified below:

» Select a Test, Component Type, Component and Measure for which you wish to configure the Area
Chart. If the Components list consists of too many components, then viewing all the components
and selecting the ones you need for configuring the widget could require endless scrolling. To avoid

this, you can click the icon next to the Components list. The COMPONENTS pop up window will
then appear using which you can view almost all the components in a single interface and Select the
ones that you wish to view in the Area Chart widget. You can even search for a component of your
choice using the Search Component(s) field in the Components list. Once you have selected the
Component, the descriptors of the chosen component will be displayed in the Descriptor section.
Select the descriptor of your choice from this list. If the Descriptor list consists of too many
descriptors, then viewing all the descriptors and selecting the ones you need for configuring the

widget could require endless scrolling. To avoid this, you can click the icon next to the Descriptor
list. The DESCRIPTOR pop up window will then appear using which you can view almost all the
descriptors in a single interface and Select the ones that you wish to view in the Area Chart. You can
even search for a descriptor of your choice using the Search Descriptor(s) field in the Descriptor list.

» By default, the Servers option is checked against the Legend Display field. If you wish to view
descriptor-wise measure values, then you can check the Descriptors option against the Legend
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>

Display field. If you wish to view the measure-wise values, then you can check the Metrics option
against this field.

You can even pick a Timeline for which the Area Chart should be configured. If you wish to specify the
time for which the Area Chart should be configured, then you can do so using the From and To fields.

Clicking the Add button will display the selections that you have made in the Selection Details
section.

If you wish to delete a selection, then you can do so clicking the I icon. If you wish to delete
multiple selections at a single shot, then select the check box against the selections and click the

@ icon.

Clicking the Update button will display the Area chart for the chosen measures as shown in Figure
10.314.

By default, the area chart will be displayed with an overlap of one metric over the other i.e., the
measure with the maximum value will be plotted first and the rest of the measures will be plotted
within the area of the measure with the maximum value.

e 3 _Intel[R] PRO_100 VE Network Connection - Teefer? Miniport Incoming traffic

Forh REC TNl mmmbaele imenefaen Mot imen e fFie (Al

Figure 10.314: The Area Chart widget that is configured based on your selection

If you wish to view the exact area distribution of measures without overlap, you can check the Stack
Area Chart check box in Figure 10.313. For example, if you wish to view the area-wise distribution of
the Incoming Traffic and Outgoing Traffic metrics of the Windows Network Traffic test using the
Area Chart, then upon adding those metrics, the Area Chart will appear as shown in Figure 10.315 with
the minimum value being plotted in the graph first and the value higher than the minimum value
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plotted over the minimum value. Note that only the metrics with the same measurement unit should be
added if the Stack Area Chart is checked .

"3~ Fr3_Intel[R] PRO_100 VE Network Connection - Teefer2 Miniport Incoming traffic

e L L

Figure 10.315: The Area Chart when the Stack Area Chart check box is checked

If you wish to change the colors used in the Timeline Chart, simply click the EH icon and choose the

color palette of your interest. You can even define your own set of colors in the [GRAPH_PALETTES]
section of the <eG_INSTALL_DIR>\manager\config\eg_customdashboard.ini file.

8. Combination Chart
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If you wish to view a graphical representation of a set of metrics with different measurement units, then
you can use the Combination Chart widget. This Combination Chart combines the Line Chart, Bar Graph and
Area Charts and provides you with a single graph. To add a Combination Chart to your dashboard, click the
Add button against the Combination Chart option in the Graph tab. Figure 10.316 will then appear.

Combination Chark

Figure 10.316: The Combination Chart widget

Once the Combination Chart widget is appended to the dashboard, click on the E icon. Figure 10.317 will
then appear.

COMBINATION CHART - METRICS CONFIGURATION

Legend Display: "4 ¥ Servers ¥ Metrics

Descriptors

Timeline From Hr
Any v No 2015 15| 10 v | 20

Test Component Type

Disk Space Micre Vindows

Measure Components Descriptor
Drive availability

Free space Q B

Percent usage All Descriptors

Total capacity
Used space

C
D
E

Selection Details

Chart Type
line
line
[ILE

Update

Figure 10.317: Configuring the Combination Chart
In Figure 10.317, you can do the following:
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> Select a Test, Component Type, Component and Measure for which you wish to configure the
Combination Chart. If the Components list consists of too many components, then viewing all the
components and selecting the ones you need for configuring the widget could require endless

scrolling. To avoid this, you can click the icon next to the Components list. The COMPONENTS
pop up window will then appear using which you can view almost all the components in a single
interface and Select the ones that you wish to view in the Combination Chart widget. You can even
search for a component of your choice using the Search Component(s) field in the Components list.
Once you have selected the Components, the descriptors of the chosen component will be displayed
in the Descriptor section. Select the descriptor of your choice from this list. If the Descriptor list
consists of too many descriptors, then viewing all the descriptors and selecting the ones you need

for configuring the widget could require endless scrolling. To avoid this, you can click the icon
next to the Descriptor list. The DESCRIPTOR pop up window will then appear using which you can
view almost all the descriptors in a single interface and Select the ones that you wish to view in the
Combination Chart. You can even search for a descriptor of your choice using the Search Descriptor(s)
field in the Descriptor list.

» By default, the Servers option is checked against the Legend Display field. If you wish to view
descriptor-wise measure values, then you can check the Descriptors option against the Legend
Display field. If you wish to view the measure-wise values, then you can check the Metrics option
against this field.

» You can even pick a Timeline for which the Combination Chart should be configured. If you wish to
specify the time for which the Combination Chart should be configured, then you can do so using the
From and To fields.

» Clicking the Add button will display the selections that you have made in the Selection Details
section.

» By default, the graph will be plotted as a line chart and therefore all your selections will be listed in
the Selection Details section with the Chart Type column indicating line as the default graph type. If
you wish to view certain metrics of your selection as a bar graph or an area chart, then simply double
clicking the line option under the Chart Type column against the chosen measure will invoke a drop
down list. From this list, select column or Area according to your wish.

» If you wish to delete a selection, then you can do so clicking the I icon. If you wish to delete
multiple selections at a single shot, then select the check box against the selections and click the

ﬁ icon.

» Clicking the Update button will display the Combination chart for the chosen measures as shown in
Figure 10.318.
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tion Chart Header from Nov 04, 20 20 to Nov 0

10000

Figure 10.318: The Combination Chart that is displayed based on the metrics of your choice

» If the metrics of your choice are with different measurement units, then each type of graph will have
a separate Y axis for your reference (see Figure 10.318). If you plot the Used space, Total capacity,
Free Space metrics of the Disk Space test and the Incoming Traffic of the Network Traffic test, then
the graph will be plotted with 3 different Y axis. The Y axis for the Total Capacity measure will be in
represented in MB, the Y axis of the Percent usage measure will be represented in Percent and the Y
axis of the Incoming traffic will be represented in Mbps.

Combination Chart Header from Nov 04, to Nov 04,
D Total capaci

10000

Figure 10.319: The Combination Chart when different chart types are chosen

If you wish to change the colors used in the Combination Chart, simply click the EH icon and choose
the color palette of your interest. You can even define your own set of colors in the [GRAPH_
PALETTES] section of the <eG_INSTALL_DIR>\manager\config\eg_customdashboard.ini file.

9. Heat Map Chart
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If you wish to view the distribution of metrics possessing the same measurement unit, then you can use

the Heat Map Chart. To add a Heat Map Chart to your dashboard, click the Add button against the Heat Map
Chart option in the Graph tab. Figure 10.320 will then appear.

Heat Map Chart

Figure 10.320: The Heat Map Chart widget

Once the Heat Map Chart widget is appended to the dashboard, click on them icon. Figure 10.321 will
then appear.

HEAT MAP CHART - METRICS CONFIGURATION
Legend Display: " ¥ Servers ¥ Metrics

Descriptors
Test Component Type
Disk Space Mic dows

Measure Components Descriptor
Drive availability

Total capacity
Used space

Selection Details

Update

Figure 10.321: Configuring the Heat Map Chart
Specify the following in Figure 10.321:

» Select a Test, Component Type, Component and Measure for which you wish to configure the Heat Map
Chart. If the Components list consists of too many components, then viewing all the components and
selecting the ones you need for configuring the widget could require endless scrolling. To avoid this,
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you can click the icon next to the Components list. The COMPONENTS pop up window will then
appear using which you can view almost all the components in a single interface and Select the ones
that you wish to view in the Heat Map Chart widget. You can even search for a component of your
choice using the Search Component(s) field in the Components list. Once you have selected the
Component, the descriptors of the chosen component will be displayed in the Descriptor section.
Select the descriptor of your choice from this list. If the Descriptor list consists of too many
descriptors, then viewing all the components and selecting the ones you need for configuring the

widget could require endless scrolling. To avoid this, you can click the icon next to the Descriptor
list. The DESCRIPTOR pop up window will then appear using which you can view almost all the
descriptors in a single interface and Select the ones that you wish to view in the Heat Map Chart. You
can even search for a descriptor of your choice using the Search Descriptor(s) field in the Descriptor
list.

» By default, the Servers option is checked against the Legend Display field. If you wish to view
descriptor-wise measure values, then you can check the Descriptors option against the Legend
Display field. If you wish to view the measure-wise values, then you can check the Metrics option
against this field.

» You can even pick a Timeline for which the Heat Map Chart should be configured. If you wish to
specify the time for which the Heat Map Chart should be configured, then you can do so using the
From and To fields.

» Clicking the Add button will display the selections that you have made in the Selection Details
section.

» If you wish to delete a selection, then you can do so clicking the I icon. If you wish to delete
multiple selections at a single shot, then select the check box against the selections and click the

@ icon.

» Clicking the Update button will display the Heat Map chart for the chosen measures as shown in
Figure 10.322. By default, the overall representation of the Heat Map Chart will be in percentage
values, irrespective of the measurement unit of the chosen measures.
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HEAT MAP

Figure 10.322: The Heat Map Chart that is configured based on the metrics of your choice
Note:

» The distribution of the Heat Map Chart will be relevant only for measures with the same
measurement unit.

» If you configure more than 5 measures, the Heat Map Chart may not be evenly distributed.

» Unlike other graphs, when you expand the Heat Map Chart widget, the actual Heat Map Chart
cannot be expanded to fit the widget.

10.9.1.3 The Health tab

This tab (see Figure 10.323) allows you to add Tier Health, Service Health and Network Health to the
dashboard.
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ADD WIDGETS

Data Graph

Tier Health
Di ked indicating
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components

Service Health
Displays a pie chart indicating
current health of chosen service

Network Health

Displays a pie chart indicating

current network health of C
Entity

Figure 10.323: The Health Tab of the ADD WIDGETS window
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1. Tier Health

In order to view the number of components and their current status for each Component Type in your
infrastructure, you can use the Tier Health widget. Once you click the Add button against this widget in
Figure 10.323, the Tier Health widget will appear in your dashboard displaying all the component types in

your infrastructure (see Figure 10.324).

Tier Health

Event Log
External Oracle

Microsoft RDS

Microsoft Windows

VMware vSphere VDI

Citrix XenServer — VDI

Figure 10.324: The Tier Health widget

Against each component type, a bar graph will appear listing the number of components of each
component type in Critical, Major, Minor, Normal, and/or Unknown states. Clicking on each section of the
bar graph will lead you to the SERVERS page (see Figure 10.326) where you will be able to view the
components that are currently in the chosen state.

SERVERS

COMPONENT TYPE
=

VMware vSphere VDI

VMWARE VSPHERE VDI COMPONENTS IN CRITICAL STATE

AVAILABLE COMPONENTS

Q voiz01_ 2012

4 Back

Figure 10.325: The SERVERS page that appears when a bar is clicked from the Tier health widget

Note:

» You cannot edit the Tier Health widget.

» The Tier Health widget can be added only once in the dashboard.

2. Service Health
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If you wish to view the state wise distribution of your infrastructure in your dashboard, then use the Service
Health widget. The Service Health widget will appear once you click the Add button against the Service
Health widget in the Health tab (see Figure 10.326).

Components Health

= Marmal,57.5

Critical,5 *

Figure 10.326: The Service Health widget

The pie chart will then appear with the state wise distribution of your infrastructure based on the option that
you have chosen from the View by list in the ADD DASHBOARD window while adding the dashboard. If you
have chosen Components from the View by list, then the Service Health widget will display a state wise
distribution of all the components in your infrastructure. Clicking on a slice of the pie chart will lead you to
the SERVERS page (see Figure 10.327) where you will be able to view the components that are currently in
the chosen state.

SERVERS + Back

State Nick Name Type Search Types

Crtca - AllTypes - Fd Show All Components

COMPONENTS IN CRITICAL STATE
COMPONENT TYPE AVAILAELE COMPONENTS
BE8, @ Vo201 2012 @ vois.iis 9

VMware vSphere VDI

Figure 10.327: The SERVERS page that appears upon clicking a slice of the Service Health widget
Note:
» You cannot edit the Service Health widget.

» The Service Health widget can be added only once in the dashboard.

3. Network Health
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If you wish to view the state-wise network health of the components in your infrastructure in the
dashboard, then use the Network Health widget. The Network Health widget will appear once you click the
Add button against the Network Health widget in the Health tab (see Figure 10.328).

Network Health

*o100%

DISTRIEUTION-Online

VDI_15_151 « VDI_201_2012
VDI_8.118 « win_118_2017_64

win_151_2008_b4 o« win_158_2012_32

win_202_2008_32 o xenlyZ

Figure 10.328: The Network Health widget

400



DASHBOARDS

The pie chart will then appear with the state wise distribution of your infrastructure based on the option that
you have chosen from the View by list in the ADD DASHBOARD window while adding the dashboard. If you
have chosen Components from the View by list, then the Network Health widget will display a state wise
distribution of all the components in your infrastructure. Clicking on a slice of the pie chart will lead you to
the SERVERS page where you will be able to view the components that are currently in the chosen state. If
you wish to view the network health of an individual component, then you can do so by clicking the
component in Figure 10.328. This will lead you to the layer model of the chosen component where you can
view all the network related details of the chosen component.

@ xen172 ment Time : 03-11-15 15:50:13
€ Newsork 1 7]
7 Min network delay (Secs) 0.0005 I €
2 Packet loss (%) a Q&
2 Network availability (%) 100 [ 5

© Xen Pool >

© Network

@ Operating System >

Figure 10.329: The layer model page that appears upon clicking a componentin the Network Health widget
Note:

» You cannot edit the Network Health widget.
» The Network Health widget can be added only once in the dashboard

10.9.1.4 The Misc tab

If you wish to stay updated with the latest happening around the world from within your dashboard, you can
use the Misc tab. You can configure weather widget and the News of your interest using the widgets available
in this tab. For this tab to show real time metrics, you would require an internet connection.
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ADD WIDGETS

Data Graph Health

& Weather
T es weather updates for
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News Update
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Figure 10.330: The Misc tab
1. Weather

If you wish to view the weather forecast for the city of your choice, click on the Add button against the

Weather widget in the Misc tab. Doing so, the Weather widget will appear in your dashboard as shown in
Figure 10.331.
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Weather

@ CHENNAI

Light Rain with Thunder

/9°F

06/11/2015 Friday

Tuesday Wednesday Thursday Friday

Figure 10.331: The Weather widget that appears in your dashboard

By default, the weather forecast for Chennai city will be displayed. To receive the weather forecast for the
city of your choice, you can provide the name of the city against the CurrentLocation flag in the
[DASHBOARD_ SETTINGS] section which is available in the <EG_INSTALL_ DIR>manager\config\eg_
customdashboard.ini file. If the city of your choice is from a country other than INDIA, then you have to set
the CurrentCountry flag in the [DASHBOARD_SETTINGS] section which is available in the <EG_INSTALL_
DIR>\manager\config\eg_customdashboard.ini file to the country to which the city of your choice belongs to.
For example, if you wish to view the weather report of New York, then you have to set the following:

CurrentLocation=NewYork
CurrentCountry=US|United States of America

Note:

» The Weather widget can be added only once in a dashboard.

» If the country mentioned in the CurrentCountry flag does not match with the city specified in the
CurrentLocation flag, then the Weather widget will not be displayed.

2. News Update
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If you wish to view the latest trending news in your dashboard, click on the Add button against the News
Update widget in the Misc tab. The News - India widget will then appear as shown in Figure 10.332 listing the
top trending news in India under various categories.

M

Jews — India o

U5 Admiral, in Beijing, Defends Patrols in South
( China 5ea - New York Times
World News Yor 5 iral, in Beijing, Defends Patrols
- in  York TimesBEIING — The head

Tue, 03 Nov 2015 14:5

Oscar Pistorius prosecutors seek murder charge
- Telegraph.co.uk

Tue, 03 Mov 2015 15:02:15

10 injured as plane makes emergency landing in
Pakistan - The Indian Express
The Indian Express10 injured as pl

: . e |

emer

Figure 10.332: The News widget that appears in the dashboard

To view the news that is currently trending in the country of your choice, click on the & icon. Figure
10.333 will then appear prompting you to choose the Country of your choice.

NEWS - WIDGET CONFIGURATION

Country

India

Update

Figure 10.333: Selecting the country of your choice for which you wish to view the trending news
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Clicking the Update button in Figure 10.333 after entering the Country of your choice will display the news
that is trending currently in the country of your choice in the News widget.

Note:

» The News widget can be added only once in a dashboard.
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11
Quick Insight

Often administrators may wish to track the values of certain key metrics in a single dashboard, so that they
can proactively determine when the IT infrastructure may need attention. The metrics to be tracked may differ
from one administrator to another. The eG Quick Insight offers an easy way for administrators to quickly track
key metrics at each of the infrastructure tiers. With the help of this option, users can define infrastructure tiers
to be monitored, add critical components for monitoring within each tier, and associate key metrics requiring
closer observation with every component. Besides providing a holistic view of the environment at a single
glance, this option enables users to focus on the more sensitive and critical components in the environment,
and keep a close watch over their performance.

To build a custom view for monitoring, the following broad steps need to be followed:
Create a new view and define the layout of the view

» Add infrastructure tiers to the view

» Add serversto atier

» Associate metrics with the servers

The sections to come will discuss each of these steps in detail.

11.1 Creating a New View and Defining its Layout

1. To achieve this click on the & icon available in the Monitor tab. Then, select the Quick Insight option in the
Dashboards tile in the eG monitor interface.
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3.
4.

Dashboards
Home
My Dashboard
Business Dashboard
Virtual Dashbeoard

User Experience Dashboard  »

Alarms

Current Alarms | Unknowns

History of Alarms

History of Acknowledgements

History of Deletions
SAP Alerts

Groups
Zones

Zones Map
Services
Service Croups
Segments

Graphs
Measure
Summary
Trend
Live

Hosts /Applications
Servers

Systems

Aggregates

Virtual Servers

Public Clouds

Miscellaneous
Remote Control
Cetailed Diagnosis
Knowledge Base Search
User View

Measures

SAF Metric

If custom views pre-exist, then upon selecting the Quick Insight option from the Dashboard tile, the eG
Enterprise system will display the measures that have been configured for that custom view which has
been set as the default view. If only one custom view has been defined so far, the eG Enterprise system
will automatically set this view as the default view and display the state and the values of the measures
configured for it. On the other hand, if no custom views have been defined yet, then you will be led straight

Figure 11.1: The Options menu

to the CONFIGURE LAYOUT page of Figure 11.2.

CONFIGURE LAYOUT

Name

Mo. of Tiers

MWo. of Servers/Tier
Mo, of Metrics/Server
Refresh rate(secs)

Sharing

Cuickinsight

1

&0

Private

Figure 11.2: Creating a new view and defining its layout

In Figure 11.2, provide a Name for the new view.

In order to create a new Quick Insight view, you need to specify the following:
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« Tiers: A custom view is divided into broad sections known as tiers. A tier can be based on geography or
it can match the different infrastructure tiers (for e.g., the database tier, the web server tier), or it can
even be a service / segment. While configuring the layout of your view using Figure 11.2, specify the
No. of Tiers that your view should constitute. A maximum of 15 tiers can be configured.

« Servers: Each tier comprises of one or more servers. Typically, the critical servers in the monitored
infrastructure are added to a tier. In the No. of Servers/Tier text box of Figure 11.2, specify the number of
servers that you intend adding to a tier. A maximum of 15 servers can be added.

« Metrics: These are the key performance statistics that need to be extracted from every component in a
tier. You can configure the number of measures that your layout should support by providing a number in
the No. of Metrics/Server text box of Figure 11.2. Here again, the maximum limit of 15 prevails.

« Refresh rate: Specify the screen refresh time in seconds.

« Sharing: To facilitate collaboration and knowledge sharing among administrators, eG now allows users
the flexibility to share useful quick insight views they create with other users. For sharing a view, you
need to first set a share type by selecting the desired option from the Sharing list box in Figure 11.2. The
options are as follows:

« Private: If you set a view as Private, then all other users to the eG Enterprise system will be denied
access to that view. Only the creator of the view will be able to access the view.

« Public: If you set the view as Public, then only users with the following rights will have access to
that custom view:

« Users with access to all the managed components in the environment
« Userwith access to one/more components that are included in the view being shared
Note:

> If a view has been granted Public access, then users with the privilege to monitor only a few
components in that view will be able to take a look at only those statistics in the view that pertain to
the components in his/her monitoring scope.

> If aview has been allowed Public access, then users whose monitoring scope does not include any
of the components in that view will not be allowed access to the view.

» If aview that does not include any components/metrics has been allowed Public access, then such
a view will not be available to any other user.

« Share: On the other hand, if you choose the Share option from the Sharing list, then you can pick and
choose the users who need to be granted access to that view. To map users to a view, do the following:

5. Select the users to be granted access from the Available Users list box.

6. Then, click on Grant to grant the selected users access to the view. Doing so shifts the selection to the
Selected Users list.

7. To revoke the access permission granted to a user, you can select the user from the Selected Users list,
and click the Revoke button.

8. Finally, click on Update to save the changes.
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10.

Note:

« Auserwithout access to Quick Insight cannot view any of the views shared with him/her.

« A view can be modified / deleted only by the user who creates it. The shared users on the other hand, can

only view the Quick Insight data, and cannot modify/delete the view.

. If a user has been granted Share access to a view, but he/she has the right to monitor only a few
components that are included in the view, then such a user will be able to take a look at only those
statistics in the shared view that pertain to the components in his/her monitoring scope.

. If auser has been allowed Share access to a view, but he/she does not have the privilege to monitor any
component included in the view, then such a view, despite being shared, will not be available to that

user.

. If a user has been allowed Share access to a view to which no servers/metrics have been assigned,
then such a view will not be available to that user upon login.

Finally, specify how frequently the configured measures have to be refreshed, in the Refresh Rate text box
of Figure 11.3, and click the Update button to save the changes. Upon updating, Figure 11.3will appear
displaying the layout that was just designed (see Figure 11.4).

QUICK INSIGHT DESIGN VIEW [quickinsight]
Tier name =0

Add Server (%)
Add Metric (&)
Add Metric ()

Tier name =Q

Add Server (%)
Add Metric (%)
Add Metric ()

Add Server
Add Metric
Add Metric

Add Server
Add Metric
Add Metric

®

®

oct03, 2014 11:25:3285T | iy | B R B

Figure 11.3: Designing a view

To view the complete list of custom views, click on the B icon in the Quick Insight menu at the right top
corner of Figure 11.5. The existing custom views (including the newly configured view) will appear (see

Figure 11.3).
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QUICK INSIGHT VIEWS Oct 15,2014 09:58:59 65T My | H
Add New

Name B
INSIGHTDEMO B R e m
quickinsight E‘. |;=“ T

Figure 11.4: Viewing the list of custom views

11. To add a new view, click the Add New button in Figure 11.4. To set any of the listed views as the default
view, click the @ icon corresponding to the view name in Figure 11.5. To delete a view, select the check
box corresponding to the view name in Figure 11.5, and click the @ icon. Choose Select all and then click
the 1 icon, if all the listed views need to be deleted.

12. If other users have shared their views with you, then those views will be listed separately in the Views
Shared by other Users section as depicted in the Figure 11.4. Against every shared view, this section also
displays the name of the view creator - i.e., the user who originally created the view and shared it with the
current user.

QUICK INSIGHT VIEWS Oct 06, 2014 17:54:35 IST ﬁ
Add New
Name |
demo E" |;=“ Tar
VIEWS SHARED BY OTHER USERS
MName Shared By
demo supermonitor |;=“ O

Figure 11.5: Viewing the Shared views

13. To configure the tiers/servers/measures to be associated with a view, click on the =* icon against a view
in Figure 11.5. This will lead you back to Figure 11.5 where such configurations can be performed.

14. To view the state and the values of the measures that have been configured under a view, click the View (
“1) icon against the view name. Figure 11.6 will then appear.

15. Clicking on the Layout (') icon against a view, will lead you to Figure 11.6, using which the layout of the
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view can be modified.

CONFIGURE LAYOUT

Mame
Mo. of Tiers

Mo. of Servers/Tier

Mo. of Metrics/Server s

Refresh rateisecs) a0

Sharing Private

Figure 11.6: Modifying a layout

16. In the Modify mode, all the layout specifications except the Name of the view, can be modified.
Additionally, a Delete button appears in the modify mode (see Figure 11.6), clicking on which deletes the
displayed layout.

11.1.1 Creating a Tier

Now that the layout has been set, proceed to add a new tier. To achieve this, do the following:

1. When Figure 11.7 appears, provide a Tier name and click on the UPDATE button to register the changes.

QUICK INSIGHT DESIGN VIEW [demo] Oct 05,2014 17:56:36 15T | My B By

Tier name EQ

Add Server (¥) Add Server (%)
Add Metric (3) Add Metric (3)
Add Metric (3) Add Metric  (¥)

Figure 11.7: Configuring a tier
2. The DESIGN VIEW will now reflect the name of the tier(see Figure 11.8).

411



QUICK INSIGHT

QUICK INSIGHT DESIGN VIEW [demo]

demo 1
Add Server (¥)
Add Metric (3)
Add Metric (3)

Tier name =0

Add Server (%)
Add Metric  (3)
Add Metric  (3)

ADD SERVER

Tier position
Server position
Component type

Component

Server display name

Add Server
Add Metric
Add Metric

1[demo 1]
1
ALL

Choose a component

oct0s, 2014175718 15T | My B By
=

®
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Figure 11.8: The newly added tier appearing in the layout

3. To add a new tier, click on the Tier Name. Once the addition is updated, the name of the new tier will be
visible in this page. You can also modify or delete the tier name. Similarly, clicking on the [Add server]
link here, will allow you to add a new server to a tier.

QUICK INSIGHT DESIGN VIEW [demo] Oct 06, 2014 17:57:26 5T | iy | EH R
demo 1 E«:
Add Server () Add Server ()
Add Metric () Add Metric ()
Add Metric () Add Metric ()
Tier name =0
Add Server (%) Add Server (%)
Add Metric () Add Metric (%)
Add Metric () Add Metric ()

Figure 11.9: Configuring multiple tiers

4. To modify atier, click on the name of the tier in Figure 11.9. Figure 11.10 will then appear displaying the tier
name. Change the name if required and update the changes by clicking on the Update button. The
displayed tier can also be deleted using the Delete button in Figure 11.9

QUICK INSIGHT DESIGN VIEW [NEW] oct15, 2014 101422857 My B R H

B
(3]

Tier Position: 1

Tier Name demo

ctxxenapp:1494

®

Add Metric
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Figure 11.10: Modifying a tier name

11.1.2 Adding a Component to a Tier

Next, proceed to add a component to a tier, by doing the following:

1. Click on the [Add server] link under a tier (see Figure 11.10).
2. Figure 11.11 will then appear.

ADD SERVER

Tier position 1[demo 1]
Server position 1
Component type ALL

Component Choose a component

server display name

Figure 11.11: Adding a server

3. Select a Component type to be added, and from the list of components of the chosen type, select the
Component to be added.

4. Provide a display name for the component in the Server dislay name text box, and click the Update button to
register the changes.

5. Figure 11.11 will then appear displaying the newly added server name in the place of the [Add server] link
that was earlier clicked on.

QUICK INSIGHT DESIGN VIEW [demo] oct 05, 2014 18:10:38 15T My | R
demo 1 E}
eGmanager_64:9000 I’I eye_0.56 I’I
Add Metric  (3) Add Metric (¥
Add Metric () Add Metric (¥

Tier name =0

Add Server (%) Add Server (%)
Add Metric (%) Add Metric (¥
Add Metric (%) Add Metric (¥

Figure 11.12: The name of the new server appearing in the layout
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6. The added server will then appear in this page. To modify the server details, click on the server name here
and then make changes to it in the Configure Server page that will subsequently appear. To save users
the trouble of adding the servers individually, this page houses the - icon, using which all the servers that
need to be added to a tier can be added at one shot. The E- button appears next to the tier name in this
page.

CONFIGURE SERVERS FOR THE TIER TIER NAME

Component type

Available components Servers at tier

Java_AFP_sCmanagerg4: 9000 |ava eCmanager_64:9000:eC Manager
Application eve_9.36:Event Log

Mode_10.10:MNetwork Mode
YVDI_115VMware wSphere WDI
aix_10.19:AIX

aix_10.44:A1K

Figure 11.13: A page displaying all the component that are available for association with a tier

7. Figure 11.13 also houses a Servers at tier list box that lists multiple [ADD SERVER] slots, equal to the number
of servers per tier configured in the layout.

8. To assign a component to a particular slot, first select a Component type as depicted by Figure 11.14.
Then, from the list of components of the chosen type, select the component that is to occupy a particular
slot (see Figure 11.14).

CONFIGURE SERVERS FOR THE TIER TIER NAME

Component type

Available components Servers at tier

Java_AFF_sCmanagergd: 9000 )ava I eCmanager_&4:9000:eC Manager
Application eve_9.56:Fvent Log

Mode_10 10:Network Node

VDI_115Vhware vSphere VDI

aix_10.19:AIK
aix_10.44:A[K

A w5 m 1 e

Figure 11.14: Associating a component with a slot
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10.

Next, with the component selected, select the [ADD SERVER] option (from the Servers at tier list) that
corresponds to the slot that is to be occupied by the chosen component (see Figure 11.14). For example, if
the chosen component needs to be assigned the second position in the tier, then select the second [ADD
SERVER] option in Figure 4. Then, click the > button in Figure 11.14.

Figure 11.14 will then appear indicating that the selected component(s) has replaced the [ADD SERVER] slot
(s) that was chosen (see Figure 11.14).

11. Similarly, you can assign components of different types to occupy the [ADD SERVER] slots.
12. Finally, click the Update button in Figure 11.14.
13. Upon clicking the Update button in Figure 11.14, you will return to the DESIGN VIEW (see Figure 11.15),
which will reflect the recent changes in the server configuration.
QUICK INSIGHT DESIGN VIEW [demo] Oct 06, 2014 13:12:14 157 | fy | [ [}y
demo 1 =0 E
eGmanager_64:9000 ﬂ eve_0.56 I"
Add Metric (%) Add Metric ()
Add Metric () Add Metric ()
Figure 11.15: Adding multiple servers to a tier at one shot
14. Using Figure 11.15 that appears, change the Server name of the server that was clicked on, and click the
Update button therein. In the modify mode, a Delete button appears, which when clicked on removes the
server configuration from the database (see Figure 11.15).
15. In the same way, the display names for the other servers configured for a tier can also be modified. Figure
11.15 depicts the DESIGN VIEW after the display name change.
16. Similarly, servers can be configured for all the tiers in a custom view (see Figure 11.15).

11.1.3 Associating Metrics with the Components in a Tier

Next, proceed to associate every component in the tier with performance metrics. To do so, click on the [Add
metric] link in Figure 11.16.
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1. Figure 11.16 will then appear wherein the details of the measurement will have to be specified.

CONFIGURE METRIC

Tier position 1 [demao 1]

Server position 1 [eCmanager_&64:9000]
Metric position 1

Site =

Test Disk Space

DiskSpaceTest C

Measure | Drive availability

Metric display name Drive availability

Figure 11.16: Configuring a measure

2. If the measurement to be added pertains to a particular site, select the Site.

3. Select aTest, and if the test takes descriptors, pick a Descriptor.

4. Then, select a Measure, and provide a display name for the measure in the Metric name text box.

5. Finally, click the Update button.

6. The newly added measure will now appear in the DESIGN VIEW (see Figure 11.17).

QUICK INSIGHT DESIGN VIEW [demo] Oct 06, 2014 18144457 My B R
Tier Position: 1 Tier Name |demo 1 B

eGmanager_64:9000 (1] eve_9.56 (3]
Drive availability Outgoing traffic
Not running agents Memory paged pool size

Figure 11.17: Associating a measure with a tier component
7. Similarly, multiple measures can be associated with a single component (see Figure 11.18).

8. If the measures configured for one component in a tier need to be associated with a few / all the other
components in the tier, then, click on the
icon next to the server name (for which at least one measure has been configured) in Figure 11.17. Figure
11.18 will then appear. The Available metrics list in Figure 11.18 will display the measures that have been
configured for the displayed Server name. From this list, select the measures to be copied to the other
components in the tier. Then, from the Available servers list that lists all the other components in the tier,
select those components to which the chosen measures need to be copied. Finally, click the Update button
in Figure 11.19.
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CONFIGURE METRICS - EGMANAGER_64:9000

Tier name

Server display name

Available metrics

Available servers

demo 1
eCmanager_64:9000

Drive availability

Mot running agents

eve_9.56

Figure 11.18: Applying measures to a few / all the other components in a tier

9. The changes will be reflected in the DESIGN VIEW as depicted by Figure 11.18.

QUICK INSIGHT DESIGN VIEW [demo]
demo 1 =0

eGmanager_64:9000
Drive availability

Mot running agents

oct 05, 2014 18:15:48 15T My | B
B

I’i eve_0.56 I’I
Drive availability

Memory paged pool size

Figure 11.19: Copying measures to other components in a tier

10. Similarly, measures can be associated with the components in all other tiers of the custom view.

11. Once the layout is designed, begin monitoring the behavior of the associated metrics by clicking the
icon at the right top corner of Figure 11.19

QUICK INSIGHT [demo]
Select a view | demo w

demo 1

eGmanager_64:9000
Drive availability(%)

Mot running agentsiMumber)

Oct 06, 2014 18:16:26 15T | iy | [

eve_9.56
[100.00/ Drive availability(3) 1100.00
8.00 Memory paged pool size(MB) -

Figure 11.20: Monitoring the measures
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12.

13.

14.

eG will then begin displaying the measure values in the custom view that was designed (see Figure 11.20).
The measures will get updated based on the Refresh Rate set using Figure 11.20. While the NORMAL
measure values will be displayed in green, the CRITICAL values will appear in red, MAJOR ones in orange,
MINOR values in yellow, and UNKNOWN values in blue.

The Drive Availability measure of the eGmanager server in Figure 11.20 displays 100, indicating the non-
availability of the web server. To know more about this issue, click on the Drive Availability measure in
Figure 11.20.

Figure 11.20 will appear displaying the layer model of the eGmanager web server indicating the exact layer
of the problem, the tests that detected the problem, and the measures that were rendered abnormal.
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12
Graphs

So far in this chapter we have illustrated eG Enterprise’s capability to lead the supermonitor to the root cause
of the problems in his/her infrastructure. In more complex scenarios than the one depicted, manual analysis
may become necessary.

eG Enterprise includes a variety of graphing capabilities for manual diagnosis. eG Enterprise supports the
following graph types:

» Measure
»  Summary
> Trend

Figure 12.1 shows the measurement graph that is obtained via the Measure option under the GRAPHS menu.
This graph shows the instantaneous values of the measures reported by the agents for the TcpTest for a web
server. A measure graph is used by the supermonitor to plot the instantaneous value of any of the
measurements made by eG Enterprise with time of day. The measure graph is accessed via the Measure
option under GRAPHS in the menu across the top of this page. Follow the steps given below to plot a
measure graph.

1. The service for which the graph is to be plotted is first selected from the Service list box. This step is
optional. If no specific service is chosen, the Component list box is populated with all the components
being currently managed by the eG manager. Alternatively, if a specific service is chosen, the Component
list only includes components that are related to the service under consideration.

2. Next, a specific component associated with this service can be selected from the Component list box. If
there are too many components in the list to choose from, you can narrow your search further by using the
Search text box. Specify the whole/part of the component name/type to search for in this text box, and click
the right-arrow button next to it. The Component list will then be populated with all component names
and/or component types that embed the specified search string (see Figure 12.1). Select the component of
your choice from this list.

3. All the layers that map to the selected component will be available in the Layer list box and the
supermonitor can choose any layer.

4. The tests corresponding to the layer under consideration form the options of the Test list box. The required
test can be chosen from this box.

5. If the test is executed by multiple Measurement Hosts, then you can select a particular Msmt Host for graph
generation.

6. The measurements reported by this test appear in the Measurements list box, one or more of which can be
picked.

7. To override the default timeline, click on the * icon. The settings page appears, the period for which the
variations of the selected measurements have to be analyzed can be specified using the Timeline list. You
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can either provide a fixed time line such as 1 hour, 2 days, etc., or select the Any option from the list to
provide a From and To date/time for graph generation.

8. The Graph button can be utilized to view the graph. The Data button will enable the supermonitor to view
the table of data corresponding to the graph as in Figure 12.1. The user can print the graph using the Print

button. Similarly, the graph data can also be saved as a PNG image using the Save button in Figure 12.1.

MEASURE GRAPH

Service

Measurement Host

iisweE3

105

100

Please choose a Service

Component: iiswe63 | Descriptor: C

Component

iisweE3:80:11S Web

Measure

Drive availability
Free space

v

Layer

Operating Systam

v

Test

Disk Space

1120

11:25

MEASUREMENT NAME

Percent usage(%)

11:40

AVG

11:45

Time(HH:mm|

77.446

MAX

77.4462

11:50

11:55

77.4459

12:00

12:05

12:10

===p

X

In Figure 12.1, the blue line denotes the actual variations in the measurement values. The lines in various

Figure 12.1: Figure 12.1:

eG Enterprise’s measurement graph

shades of gold and green, indicate the different levels of thresholds (high, medium, and low) that have
been assigned to the measure. An alarm is raised when the actual measurement crosses any of the
multiple threshold values that have been set. The alarm priority though, will differ according to the nature of

the threshold that was violated. For example if a MIN CRITICAL or MAX CRITICAL threshold value is
violated, then a critical priority alarm will be generated by the eG Enterprise system.
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OPERATION REPORTS

)
Component iisweg3 Layer * Operating System
Test Disk Space Measure - Percent usage
Measured By lisweb3 Description &
Measurement Time MAX Minor MAX Major MAX Critical Percent usage (%)

May 30, 2016 12:24:48 95 97 99 77.4459 =

May 30, 2015 12:15:02 95 97 99 77.445

May 30, 2016 12:04:46 95 97 99 774462

May 30, 2016 11:55:11 95 97 99 77448

May 30, 2016 11:45:38 95 97 99 77.4459

May 30, 2016 11:36:09 95 97 99 77.4459

May 30, 2016 11:26:41 a5 97 99 77.4459

Figure 12.2: Figure 12.2: Measurements depicting the variation of Percentage usage with time of day

Figure 12.3 depicts a summary graph that gives an overall picture of the percentage of time the
measurements pertaining to a component were in a normal, critical, major, minor, or unknown state, over
a period of time. The steps involved in plotting this graph are the same as that of a measure graph except
for minor changes. Unlike the measurement graph, this graph pertains to a single measurement alone. The
measurements reported by this test appear in the Measurements list box, one of which can be picked. The
supermonitor can also opt to view the hourly, daily or monthly variations of measures in the case of
summary graphs by selecting an appropriate option from the Duration list box. Like the measure graph, the
summary graph can also be printed or saved.

In the graph, red indicates a critical state, orange indicates the existence of a major problem, yellow
indicates the existence of a minor problem, green denotes normalcy, and blue implies that the state is
unknown.
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SUMMARY GRAPH X

Service Component Layer Test Msmt Host

Please choose a Service v iiswe63:80:/1S Web v Operating System v Handles Usage v iisweg3 v
Measure
Processes using handles above fimit v

Handles Usage Details For liswe63 - Processes Using Handles Above Limit

Hourly Summary for 24 hrs from 0 hrs on 05/29/2016 is 0.00%
100

(Percent)

Time in hrs

Figure 12.3: Figure 12.3: Summary graph showing the percentage of normal, critical, major, minor, and
unknown measurements

Since Internet traffic is very bursty, using the measurement graphs over a long time window (greater than a
week) to view trends in the measurements can be very difficult. To make it easier to analyze trends, eG
Enterprise monitors and stores trend data on an hourly, daily, and monthly basis. The eG user interface
allows the trend data to be plotted on a web browser. Figure 12.4 depicts a trend graph; by default, a trend
graph takes the minimum and the maximum value of measurements over a period of time into
consideration. Accordingly, the Graph list displays Min/Max by default. Alternatively, you can even generate
a trend graph where the average values of a chosen measure are plotted over a period of time. To achieve
this, simply select the Average option from the Graph list in Figure 12.5. For instance, you can plot a trend
graph that depicts how many TCP connections on an average were established with a critical Terminal
server, every day during a couple of weeks (see Figure 12.5); besides indicating the normal load on the
Terminal server, such a graph also enables you to understand whether the Terminal server has been
adequately tuned to handle higher loads, and thereby helps you make effective sizing recommendations
for the future. Likewise, you can also choose Sum as the Graph type to view a trend graph that plots the
sum of the values of a chosen measure for a specified timeline. For example, a Sum graph of TCP
connections to a Terminal server (see Figure 12.6) serves as an accurate indicator of how busy the
Terminal server was during a given period.
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TREND
Service Component Layer Test Search
Please choose a Service v eConTap:3389:Microsoft RDS v TCP v TCP v
Descriptor Msmt Host Measure
IPv4 v eConTap v Current connections v

TCP Details Of IPv4 For EGonTap:3389

Hourly Trend from 00 Hrs on May 29, 2016 to 00 Hrs on May 30, 2016

150
100
50
E z = E ! N e =
k3 7 3 k3 k3 7 £y £y
= = = = = = = =
— Current connections_max (Number} — Current connections_min (Number)
Figure 12.4: Figure 12.4: A Min/Max Trend Graph
TREND
SETTINGS
Service Component Layer
Duration Graph
Please choose a Service v eGonTap:3389:Microsoft RDS - TCP v
Hourly | Average
Descriptor Msmt Host Measure Timeline From
IPv4 v | | eGonTap v || current connections v Zahours v
TCP Details Of IPv4 For EGonTap:3389
Hourly Trend from 00 Hrs on May 29, 2016 to 00 Hrs on May 30, 2016
125
100
75
50
25
o m o @ ~ n @ -
E 3 3 E 3 E 3 E
= = = = = = = =
— Average of Current connections (Number)

Figure 12.5: Figure 12.5: An Average Trend Graph
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TREND

§ SETTINGS

Service Component Layer

Duration Graph
Please choose a Service - eConTap:3389:Microsoft RDS v TCP v

Hourly v Sum v
Descriptor Msmt Host Measure e —

1Pua v eConTap v Current connections v Z4hours v

TCP Details Of IPv4 For EGonTap:3389

Hourly Trend from 00 Hrs on May 29, 2016 to 00 Hrs on May 30, 2016

s i

1500

May 29,00
May 20,06
May 29,12
May 20,15
May 20,18
May 29,21

May 29,03
May 29,09

= Sum of Current connections (Number)

Figure 12.6: Figure 12.6: A Sum Trend Graph
Note:

The capability of the eG manager to compute the Sum and Average of metrics is governed by the Compute
average/sum of metrics while trending flag in the MANAGER SETTINGS page in the eG administrative interface.
By default, this flag is set to Yes indicating that eG Enterprise computes and stores the average and sum
values of every performance metric in the database, by default. If, for some reason, you want to disable
this capability, just set this flag to No, and Update the changes.

Note:

By default, the Sum trend graphs are generated for all measures. You can, if you so need, enable this
capability for specific measures by following the steps given below:

« Edit the eg_ui.ini file in the <EG_INSTALL_DIR>manager\config directory.

« Set the TrendSumForAllMeasures flag in the [MISC_ARGS] section of the file to false (default is true).
« Save the eg_ui.inifile.

« Next, edit the eg_tables.ini file in the <EG_INSTALL_DIR>\manager\config directory.

« Inthe [MEASURE_TOTAL] section of the file, provide an entry for the measure for which Sum trend graphs
need to be generated, in the following format:

<TestName>:<MeasureName>=<DisplayName>

For example, to generate a Sum trend graph for the measure Current_connections reported by TcpTest,
your specification would be:

TepTest:Current_connections=Current TCP Connections
« Finally, save the eg_tables.ini file.

Note:
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By default, the graphs in the monitor interface plot values averaged over every 20 seconds of the specified
timeline. For instance, to plot the values of a measure gathered over an hour, by default, 180 data points
will be plotted in the graph, one for every 20 seconds of data. If the default time scale remains as 20
seconds, then, longer timelines will result in a large number of data points been plotted on the graph; this,
in turn, provides administrators with deeper insights into measure behavior. However, sometimes,
administrators might require less granular information on the graph, so that they are able to read and
analyze the graphs better. To facilitate this, eG Enterprise permits administrators to specify a custom time
scale for graphs in the Timescale Monitor text box in the MONITOR SETTINGS page of the eG administrative
interface.

12.1 Live Graph Display

Administrators of large, mission-critical environments are expected to be on high vigil 24 x 7, as even
seemingly minor aberrations in performance could prove to be fatal for the infrastructure. Particularly, critical
components of such infrastructures demand continuous attention. Therefore, it is essential for the monitoring
solution in use to report even the smallest of variations in performance of such components, in real-time.
Towards this end, the eG monitoring suite provides the LIVE GRAPH DISPLAY option which displays real-time
graphs of key performance metrics relating to critical components in the infrastructure, allowing the
administrator to keep a constant watch on the measure behavior, observe variations in the measures as they
occur, and detect anomalies on-the-fly. Besides, eG Enterprise provides the option to plot historic data
alongside the current data in the graph, so that an effective comparison of the past and the present
performance can be performed, and appropriate performance decisions can be easily taken.

To view the live graphs, select the Live option from the Graphs tile in the eG monitor interface.

Dashboards Groups Hosts /Applications
Home Zones SErvers

My Dashboard Zones Map Systems

Business Dashboard Services Aggregates

Virtual Dashboard Service Groups Virtual Servers

Cuick Insight Segments Public Clouds

User Experience Dashboard

Alarms Graphs Miscellaneous
Current Alarms j Unknowns Measure Remote Control
History of Alarms Summary Detailed Diagnosis
History of Acknowledgements Trend Knowledge Base Search
History of Deletions User View
SAF Alerts Measures

SAF Metric

Figure 12.7: Selecting the LIVE option
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If custom views for the live graphs pre-exist, then, when the Live option is clicked, the graphs configured for
that custom view which has been set as the default view, will appear. If only one custom view has been
defined so far, the eG Enterprise system will automatically set this view as the default view and display the
graphs configured for it. If no custom views have been configured yet, then a message to that effect will

appear.

LIVE GRAPH

-
You do not have any live graph views configured currently. Click here to define a New Craph

Figure 12.8: The message indicating that no custom views exist

To create a new view, click on the Click here hyperlink in 12.1. 12.1 will then appear allowing you to configure
the new custom view.
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ADD NEW GRAPH
Name View based on Site
Mygraph (*) Component Test iis_octi_2014 w
Component Layer Test Measure
eCmanager_64:9000:eC Manag w Application Processes w Processes w CPU utilization w
ProcessName Display Name
Tomcat w
Display Mame  Service Component Mame Component Type Layer Test Measure Descriptor
iis_oct... eCmanager_g4 el Manager Applic... Proces._.. CPU utilization Tomcat
T
Timeline Refresh rate No of columns Set Common Maximum
Lhr v 60 Secs 2 Yes * No
Lookback Imterval No. of times Sharing
Hour w il w Private w

Figure 12.9: The CONFIGURE GRAPH page with the Component option chosen

To configure the graphs to be associated with the new view, do the following:

1. Provide a Name for the view.

2. Next, select the criterion based on which your view is to be designed. A view can be built on a Component
or a Test basis. Select the Component option if you want to search for and pick those measures that are
reported by the tests executing on a specific component(s). Then, proceed as follows:

» If the measure to be plotted live pertains to a particular site, then select the site from the Service list
box of Figure 12.10. This is an optional field, and will appear only if at least one service is configured
in the environment.

» If a Service is selected, the components associated with that service will appear in the Component
list box. If no service is selected, then all managed components in the environment will appear in the
Component list box. Choose the component for which a measure graph needs to be generated.

» The layers of the chosen component will then be listed by the Layer drop-down list box. From this list
box, select the layer with which the measure of interest is associated.

» The Test list box will then be populated with the tests mapped to the chosen Layer. Select the test
which collects the performance metric(s) to be plotted in the graph.

» From the Measure list box that lists all the measures that are reported by the chosen Test, pick the
measure for which a graph is to be generated.
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>

>
>

If the test that was selected previously takes descriptors, then select a descriptor from the next list
box — the descriptor type will be the label of this list box. For instance, if the chosen test takes disk
partitions as descriptors, then the label will be DiskDrive. To include all the descriptors in a single
graph of the chosen measure, select the All option from this list box.

An appropriate Display name for the measure can then be provided.

Then, add the specification by clicking on the Add button in Figure 12.11.

3. Alternatively, you can use the Test option against View based on to monitor multiple components on which a
particular test executes. Once the Test option is selected, proceed as discussed hereunder:

>

If the measure to be plotted live pertains to a particular site, then select the site from the Service list
box of Figure 4.99. This is an optional field, and will appear only if at least one service is configured
in the environment.

If a Service is selected, then all the tests associated with the components under the chosen service
will appear in the Test list box. Choose the Test for which a measure graph needs to be generated.

From the Measure list box that lists all the measures that are reported by the chosen Test, pick the
measure for which a graph is to be generated.

Next, choose a component from the Component list, and then pick the descriptors for which the
graph is to be generated from the Selection list. To include all the descriptors in a single graph of the
chosen measure, select the All option from this list box.

An appropriate Display name for the specification can then be provided.

Then, add the specification by clicking on the Add button in Figure 12.10.
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ADD NEW GRAPH

Name
Myaraph

Test

Application Pool Workers

Display Name

graph

Display Name

graph

Timeline

1hr

Lookback Interval

Service

Measure

View based on Site

Component (*) Test Choose a site v

Component selection

Current process hd winZk&_64bit_iis_9.56:80:1I5 192.168.9.56

Component N

winZkB8_64bit_i

Refresh rate

&0

Web

cheenu
Classic MET AppPool

Default website

ame Component Type Test Measure Descriptor

is_... 115 Web Applic... Current pro.... 192.168.9.56

No of columns Set Common Maximum

Secs 2 Yes (= No

No. of times Sharing

Figure 12.10: A Test-based view

4. Similarly multiple measures can be added (see Figure 12.10 and Figure 12.10).
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ADD NEW GRAPH

Name
Mygraph2

Component

DiskPartition

C

Display Name
Mygraphs1
Mvgraphs2

Timeline

1 hr

Lookback Interval
Hour

iis_web_39:80:115 Web

Service
TestSe...
eCPages

iss-sit...

View based on Site
(*) Component Test is5-site-service hd
Layer Test Measure
w Cperating System W Disk Spacs W Free space w

Display Name

~ Mygraphs2

Component Name Component Type Layer Test Measure Descriptor
iis_web_39 115 Web Applic... Proces. .. CPLU utilization I18WebSry
eCRealComp Real User Monitor EC RUM RUM Br... Average DN_.. Android
iis_web_39 11S Web Cperat... Disk 5... Free space C

Refresh rate No of columns Set Common Maximum
v 50 Secs rd Yes *) No
No. of times Sharing
w 1 w Private w

Figure 12.11: Multiple specifications in a Component-based view
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10.

ADD NEW GRAPH
Wame View based on Site
Mygraph Component (=) Test Choose a site w
Test Measure Component Selection

Cluster Resource Pools b Child resource pools ~ veen_33:VMware vCenter

Display Name
demao
Display Name  Service Component Mamea Component Type Test Measure Descriptor
graph = win2k8_b64bit_iis_... IS Web Applic... Current pro... 192.168.9.56
= = router Cisco Router Ciscol... Collisions FastEthernet0/0
demo = wveen_33 VMware vCenter Cluste... Child resour... Lin DataCenter:LinZCluster:Resour...
demo - wcen_33 Whware vCenter Cluste._.. Child resour._.. UlTestingDC::Linxcluster:Resources
demo - wveen_33 VMware vCenter Cluste... Child resou... UlTestingDC:UITestCluster:Resou...
T
Timeline Refresh rate No of columns Set Common Maximum
Lhr hd 60 Secs 2 Yes (*) No
Lookback Interval No. of times Sharing

Figure 12.12: Multiple specifications in a Test-based view

To delete a measure, select the corresponding entry from the list box adjacent to the Add button and click
the Delete button.

Next, select a Timeline for the graphs, and specify how frequently the measure values are to be refreshed
in the Refresh Rate (see 12.1 or Figure 12.13) text box.

The LIVE GRAPH DISPLAY page will display a measure graph for every measure chosen in Figure 12.10 or
Figure 12.9. These graphs will be displayed in a tabular format, characterized by rows and columns. Every
graph will occupy a particular cell in the table. By default, the graph display will contain 2 rows and 2
columns.

Next, if you want the measure graph to plot the past values too, select the Lookback check box.

By default, the Set Common Maximum flag is set to NO. This indicates that by default, eG Enterprise does
not set a common maximum value for all graphs in a view - in other words, the maximum value differs from
graph to graph. This is because, the suite, by default, determines the maximum value for a graph by
comparing all the values reported by its corresponding measure during the specified Timeline. If you want
to set a common maximum value across all graphs in a view, set the Set Common Maximum flag to YES.

If the Lookback option is chosen, then proceed to select an Interval for the past values. For example, if the
Timeline for the current measures is set to 1 hour, then the current measure graph will be plotted for the last
one hour - say, for 12.00 PM to 1.00 PM of February 22, 2005. If the Interval is set to 1 day, then eG
Enterprise will plot the values reported between the same hour (i.e., 12.00 PM and 1.00 PM), but for the
previous day -i.e., February 21, 2005.
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11.

12.

13.

Optionally, you can pick the Others option from the Interval list and then choose a fixed timeline from the
drop-down list that appears alongside (see Figure 12.15); for instance, you can select Others from the
Interval list and then pick 3 hrs from the drop-down list that appears alongside. This will result in a live graph
in which the past 3 hours of data is plotted.

Lookback Interval No. of times Sharing

Hour ~ 1 ~ Private ~

Figure 12.13: Choosing the 'Others’ option from the 'Interval’ list

To view meaningful data, it is recommended that the Interval set for the past values be greater than or equal
to the Timeline chosen for the current values.

The number of past measurements to be plotted can be specified in the No. of Times text box. In the
example above, if 2 is specified against the No. of Times text box, then the measure graph will plot 2 sets of
past measurements. This includes:

» The values for 12.00 PM to 1.00 PM on the February 21, 2005
» The values for 12.00 PM to 1.00 PM on the February 20, 2005
Note:

If the All option is chosen from the list of descriptors, then the Lookback check box and its related options,
such as the Interval and No. of Times fields, will become disabled.

To facilitate collaboration and knowledge sharing among administrators, eG Enterprise now allows users
the flexibility to share useful live graph views they create with other users. For sharing a view, you need to
first set a share type by selecting the desired option from the Sharing list box in 12.1. The options are as
follows:

« Private: If you set a view as Private, then all other users to the eG Enterprise system will be denied
access to that view. Only the creator of the view will be able to access the view.

« Public: If you set the view as Public, then only users with the following rights will have access to that
custom view:

o Users with access to all the managed components in the environment
o Users with access to one/more components that are included in the view being shared

Note:

o If a view has been granted Public access, then users with the privilege to monitor only a few
components in that view will be able to take a look at only those graphs in the view that pertain to
the components in his/her monitoring scope.

o Assume that a web site service, www.abc.com, has been configured, which is supported by an IIS
Web server and an Oracle Database server. Say, a user john is created, who is allowed to monitor
only the Oracle Database server that is involved in delivering www.abc.com. Assume that a live
graph view is then designed by first selecting the Site www.abc.com, and then selecting key
metrics from each of the components that are supporting the site. If this view is allowed Public
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17.

access, then user john will not be able to access the view at all. This is because, the live graph
view that was shared was designed using the Site www.abc.com as the base. User john does not
have access rights to the site www.abc.com. Therefore, eG Enterprise denies user john access to
the site-based view.

On the other hand, if the live graph view was designed by directly selecting the IIS Web and Oracle
Database components (involved in service delivery) from the Component list, then such a view can
be accessed by user john. In this case however, note that user john will be able to view only the live
graphs pertaining to the Oracle Database server assigned to him, and not the IIS Web server.

o If aview has been allowed Public access, then users whose monitoring scope does not include any
of the components in that view will not be allowed access to the view.

« Share: On the other hand, if you choose the Share option from the Sharing list, then you can pick and
choose the users who need to be granted access to that view. To map users to a view, do the
following:

Select the users to be granted access from the Available Users list box.

Then, click on Add selected ( * ) icon to grant the selected users access to the view. Doing so shifts the
selection to the Selected Users list.

To revoke the access permission granted to a user, you can select the user from the Selected Users list,
and click the Remove from selected ( * ) icon.

Finally, click on Update to save the changes.
Note:

o A user without access to Live Graphs cannot view any of the views shared with him/her.

o A view can be modified / deleted only by the user who creates it. The shared users on the other hand,
can only view the live graphs, and cannot modify/delete the view.

o If a user has been granted Share access to a view, but he/she has the right to monitor only a few
components that are included in the view, then such a user will be able to take a look at only those
graphs in the shared view that pertain to the components in his/her monitoring scope.

o Assume that a web site service, www.abc.com, has been configured, which is supported by an IIS Web
server and an Oracle Database server. Say, a user john is created, who is allowed to monitor only the
Oracle Database server that is involved in delivering www.abc.com. Assume that a live graph view is
then designed by first selecting the Site www.abc.com, and then selecting key metrics from each of the
components that are supporting the site. If this view is allowed Share access, then user john will not be
able to access the view at all. This is because, the live graph view that was shared was designed using
the Site www.abc.com as the base. User john does not have access rights to the site www.abc.com.
Therefore, eG Enterprise denies user john access to the site-based view.

On the other hand, if the live graph view was designed by directly selecting the IIS Web and Oracle
Database components (involved in service delivery) from the Component list, then such a view can be
accessed by user john. In this case however, note that user john will be able to view only the live graphs
pertaining to the Oracle Database server assigned to him, and not the IIS Web server.
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o If auserhas been allowed Share access to a view, but he/she does not have the privilege to monitor any
component included in the view, then such a view, despite being shared, will not be available to that
user.

18. Finally, click on the Update button to register the changes.

19. Clicking on the Update button will open the LIVE GRAPH DISPLAY page that displays the configured measure
graphs (see Figure 12.14).

LIVE GRAPH [Mygraph] & A& B
Show Legends
graph demo
Application Pool Workers/Current process Cluster Resource Pools/Child resource pools
5 = 2 S = = =
= & = = = = =
router:Cisco Router demo
Cisco Interfaces/Collisions Cluster Resource Pools/Child resource pools

Oct 06, 2014 18:25:29

*

17
17:45
18:00
18:15
18
18:45
17:
17:45
18:00
18:15
18
18:45

demo

Cluster Resource Pools/Child resource pools

Figure 12.14: A Component-based Live Graph Display

20. If the values reported for a large number of descriptors are plotted in a single graph, the graph would
naturally appear cluttered. To view and analyze such live graphs more clearly, just click on the
corresponding graph title or on the graph itself. This will automatically enlarge the graph, thus enabling you
to view it more clearly.

21. To make changes to the configuration, click on the Views button in the Live Graph menu at the right top
corner of Figure 12.14.

22. Figure 12.14 will appear displaying the complete list of custom views (including the newly configured
view).
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LIVE GRAPH VIEWS 1] g
Mygraph E" |;=“ m
Views Shared By Other Users View Creator
demol _ |;=“ _ o

supermonitor

Figure 12.15: The complete list of views

To add a new view, click the Add New button in Figure 12.15. To set any of the listed views as the default
view, click the Set As Default (&) corresponding to the view name in Figure 12.15. To delete a view, select
the check box corresponding to the view name in Figure 12.15, and click the Delete (T)icon. Choose Select
All and then click the Delete button, if all the listed views need to be deleted.

To make changes to the custom view configurations, click on the =* icon against a view in Figure 12.15.
This will lead you back to Figure 12.15 where such configurations can be performed. However, in the
modify mode, you cannot change the name of the custom view. Moreover, an additional Delete button will
appear in Figure 12.15, which will allow you to delete the entire configuration.

To view the configured graphs in real-time, click the View option against the view name in Figure 12.15.
This will take you to Figure 12.15 once again.

If other users have shared their views with you, then those views will be listed separately in the Views
Shared by other Users section as depicted in the Figure 12.15.

Against every shared view, this section also displays the name of the view creator - i.e., the user who

originally created the view and shared it with the current user. This user is represented by a usericon (@).

To hide the unnecessary shared views select the views you want to hide by providing checkmark in the
corresponding checkboxes.

Now click on Hide Selected Views. Doing so ensures that the chosen views are hidden as depicted in the
Figure 12.15.

12.1.1 Customizing Live Graphs

The width, color, dimension, and background of the graphs displayed in the LIVE GRAPH DISPLAY page can be
configured using the eg_ui.ini file in the <EG_INSTALL_DIR>\manager\config directory. The [LIVE_GRAPH] section
in the eg_ui.ini file lists the following parameters and their default values:

[LIVE GRAPH]
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LINEWIDTH=2

SAMPLECOLORS=#FF0000, #009900, #AAAAFF, #000000, #00£££ff, #aa99aa, #£fee00, #DEC887, #9985, #££5
599,

#6622aa, #960a90, eecOaff, #3399£ff, #88aaff, #0000FF, #0096af, #FASA00, #7FFFD4
3DMODEON=FALSE

CHARTBACKGROUND=white

BACKGROUND=#d3d3d3

FOREGROUND=black

CHARTFOREGROUND=black

3DDEPTH=4
The LINEWIDTH parameter defines the width of the lines in a graph. By default, this is set to 2.

You can also configure the colors that each of the lines in a measure graph should take. A measure graph can
plot a maximum of 8 sets of measurements, where 1 set corresponds to current measures, and the remaining
7 sets are historic data. Accordingly, a measure graph displayed in the LIVE GRAPH DISPLAY page can consist
of a maximum of 8 line graphs. Using the SAMPLECOLORS parameter in the eg_ui.ini file, you can specify the
color of each of the 8 line graphs displayed in the LIVE GRAPH DISPLAY page, as a comma-separated list. The
first color specification in the comma-separated list will correspond to the graph of current measures, and this
will be followed by the colors for each of the past measure graphs.

Setting the 3DMODEON flag to TRUE will ensure that the graphs displayed are 3-dimensional. To view 2-
dimensional graphs, set the 3DMODEON flag to FALSE. If 3D graphs are enabled, then you can indicate the
depth of these graphs using the 3DDEPTH parameter. By default, this is set to 4.

To change the background of the graphs, set the BACKGROUND and CHARTBACKGROUND parameters to a
color of your choice. Similarly, to change the foreground of the graphs, change the color specification against
the FOREGROUND and the CHARTFOREGROUND parameters. By default, both will be set to black.
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13
Role based Monitoring Views

13.1 Monitor Users

The previous sections explained how the supermonitor holds unrestricted access to monitor the entire
environment. The interface presented by the system to the other monitor users is similar to the supermonitor's
view. The key difference between the monitor and the supermonitor users is that the monitor users are
restricted to the services, segments, zones, and independent components that have been associated with
them. Moreover, using the virtual manager concept, the eG manager tracks alarms individually for each user,
and can generate personalized alerts for each user. To demonstrate this difference, let’s take the example of
monitor users john and elvis who have been added via the eG administrative interface. Let us begin by
exploring user john’s view of the monitored infrastructure. Assume that the following infrastructure elements
have been explicitly associated with user john:

Zone east_coast
Service buy.abc.com
Segment None
Components None

Figure 13.1: Table listing the infrastructure elements ‘directly’ assigned to user john

Figure 13.1 depicts the Monitor Dashboard for user john.

() (]
Monitor = Reporter Configuration @ @ @ @
Current Status
. o ° - et oo
Total % Total - Qpen 7 Average | o\ Maximum
Qox  @orssx 117% 117% Dox Measurements | - Components < Problems | L Duration | \._ Duration
Infrastructure Health
Component Type Count Status
Components 6 Borland 1
Citrix XenApp 1
Citrix ZDC 1
Zones 3 s 1
Oracle Database 1
Windows 1
Segments 1
Event Analysis
Measure Test Component - Descriptor Value
Max CPU utilization System Details new_win - frocessor. 0.1 10.64 %
@ Min Free memory System Details new_win - Summary 1,229.95 ME
Max Disk busy Disk Activity new_win - Disk0 C: 5.83%
Max Disk usage Disk Space new_win - C 74.29%
Max TCP retransmits TCP Traffic new._win 0.17%
@ Max Network latency (avg) Network new_win 0.00 Secs
@ Min Network availability Network AppServer 0.00%
@ Max Processes taking many handles Handles Usage new_win 0 Number
& Max Page file usage Page Files new,_win - Total 40.66 %

Figure 13.2: Monitor Dashboard of user john
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The Infrastructure Health section of Figure 13.2 defines user john’s monitoring scope. Let us first focus on the
Zones bar in the Infrastructure Health section of Figure 13.2. According to the Zones bar, john has the right to
monitor two zones, of which one is currently in a Critical state. According to the table in Figure 13.3 however,
only one zone has been assigned to user john for monitoring. While it can be assumed that the east_coast zone
is one of the zones, the key questions are what is the other zone, what is its current state, and why is there a
mismatch between the zone assignments indicated by Figure 4.294 and the Monitor Dashboard of Figure
13.3. To find the answers, first, click on the Zones label in the Infrastructure Health section of Figure 13.2.
Figure 13.3 then appears revealing the complete list of zones in john’s monitoring purview.

o
Monitor = Reporter Configuration
ZONES ZONES i= Y
[ ) Zones
[ () America lle America myzone NewZone
& & myzone
B (£ NewZone COMPOMENTS ~ SECMENTS ~ COMPONENTS e

liniz seq_new newi_win

Figure 13.3: The zones monitored by user john

From Figure 13.3, it can be inferred that besides the America zone that is currently in a Major state, a newzone
(which is in the Normal state) is also included in john’s view. To know how the newzone got included in john’s
monitoring scope and to diagnose the root-cause of the Critical issues with the east_coast zone, click on east
coast zone in Figure 13.3.

A Zone Dashboard then appears (see Figure 13.4) indicating the overall health of the east coast zone. The
Infrastructure Health section of the Zone Dashboard (see Figure 13.4) further reveals how many sub zones,
segments, services, and components exist within the america, and the current state of these zone elements.
From Figure 13.4, we can infer that the America zone consists of one subzone, one segment, and seven
components.

You can even click on the respective bars in the Infrastructure Health section to know more about the problems
(if any) affecting the performance of the corresponding zone elements.
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Systems | Components w * Back
America
Current Status
| - . . b i
Total Total Unresolved Average .y Maximum
Qox [2 ELR T 0% 1.49% Qosx Measurements Components = Problems Duratien Duratien

Infrastructure Health

Component Type Count Status
Components 1 Linux B
Measure At-A-Glance EEEIELENHH
Measure Test Component - Descriptor Value
@  Max Network latency (avg) Network lin1z 0.00 Secs
@ Min Network availability Network lin1z 0.00%

Figure 13.4: Dashboard view of the America zone assigned to user john

In the case of our example therefore, clicking on the Sub Zones bar will reveal that a newzone exists within the
America zone and is currently in the Normal state (see Figure 13.4). This is the same zone that appeared in the
ZONE LIST page of Figure 13.5, which displays the zones present in user john’s view.

ZONES = 'S
lle America myzone NewZone
COMPOMNENTS 7 SEGMENTS v COMPONENTS ~

linlz seg_new new_win

Figure 13.5: Health of the newyork_zone within the east_coast zone assigned to user john

We can thus conclude that the Monitor Dashboard of a user and the ZONE LIST page (of Figure 13.5) not only
consider the zones directly assigned to that user, but also take into account the sub-zones within these
zones. This explains why user john’s Monitor Dashboard and ZONE LIST page included the sub-zone of east_

coast zone, the newyork_zone.

Similarly, clicking on the Segments bar in Figure 13.6 will reveal that the east_coast zone consists of a segment
named seg-a that is currently facing critical issues (see Figure 13.6).
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SEGMENTS

seg_new

COMPOMENTS v
oral8:1521:egdemo
ctxxenapp: 1494
zdc:1494

Figure 13.6: Health of seg-a within the east_coast zone assigned to user john

Let us now close the Zone Dashboard and return to the Infrastructure Health section of the Monitor Dashboard
(see Figure 13.7) of user john. This time, let us focus on the Services bar. You can see that the service that
has been directly assigned to user john is the cause for concemn. According to Figure 13.6, a web site service
named buy.abc.com is the problem service. Clicking on the Services bar invokes Figure 13.6, which also
indicates that the buy.abc.com site is in a Critical state. You can further investigate the critical problem with the
web site service, by clicking on buy.abc.com in Figure 13.6. This will reveal the Transactions tab page of the
Service dashboard, where the names and state of the transactions mapped to the buy.abc.com web site will be
listed. Clicking on a problem transaction there will lead you straight to the Topology tab page, using which you
can accurately isolate the root-cause of the problem.

SERYICE LIST 4 Back

| Service Name Associated Elements Search Q l Associstions .

Components
ﬁ © 102.168.10.28: 10818 © 192.168.10.12:80 & 192163101 € 192.163.10.8:1521:..

AT @ 152.168.10.61:389

Figure 13.7: Services associated with user john

Once again, return to the Monitor Dashboard of Figure 13.7 This time, take a look at the Segments bar in the
Infrastructure Health section of the dashboard. According to the Segments bar, user john is monitoring one
segment, which is currently experiencing Critical issues. However, Figure 13.8 has a different story to tell -
apparently, no segments were explicitly allocated to user john while his profile was created in the eG
administrative interface. Similarly, while Figure 13.7 holds that no components were directly assigned to user
john, the Components bar (in the Infrastructure Health section) and the Components At-A-Glance section (in
Figure 13.9) indicate that 7 components are under john’s monitoring purview. The question now is, where do
these 7 components and the single segment come from? Let us proceed to figure this out.
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In the eG Enterprise system, when a zone is directly associated with a user, all infrastructure elements
included in that zone are automatically assigned to that user. This implies that while explicitly assigning the
east_coast zone to john, all the infrastructure elements within the east_coast zone also got added to john’s view
automatically. We can thus infer that the Segments bar and the Components bar in the Monitor Dashboard of
Figure 13.10 represent the state of the seg-a segment and the 7 components that are in the east_coast zone
(see Figure 13.8 and Figure 13.9).

Let us now proceed to view the CURRENT ALARMS window of user john. Figure 13.9 depicts the alarm window
corresponding to john. Only the alarms pertaining to the site buy.abc.com, which is being monitored by john,
appear.

Show | Alarms ~ Filter by | Priority w Priority | All w
Type Component Name Description Layer Start Time
Borland AppServer Metwork connection issue: Packet loss is high Network Oct 15, 2014 04:05 |~_“ Q,
Linux lin12 Network connection issue: Packet loss is high Network Oct 15, 2014 04:03 Ii Q
Cracle Database orad Metwork connection issue: Packet loss is high Network Oct 15, 2014 04:03 |~_“ Q,
Windows new_win High disk space usage {C} Cperating System Oct 15,2014 03:56 |~_“ |_—$
windows new_win Many system errors in the event log {a/i} Windows Service Ocr 15,2014 11:58 I [ X
Citrix XenApp chixenapp Metwork connection issue: Packet loss is high Network Oct 15, 2014 04:05 |~_“ Q,
Citrix ZDC zdc Metwork connection issue: Packet loss is high Network Oct 15, 2014 04:03 |~_“ Q,
Citrix XenApp ctxxenapp:1494 TCP connection to Citrix XenApp server failed {Rem... Application Proc... Oct 15, 2014 03:57 |~_‘
Windows new_win TCP retransmissicn percentage is high TCP Oct 15, 2014 03:56 |~_“ |_—.3§.
Cracle Database ora8:1521:egdemo Connection unavailable { 1521} Cracle Processes Oct 15,2014 03:56 |~_“
Citrix ZDC zdc:1494 Connection unavailable {1494 Application Pro... Oct 15, 2014 03:56 |~_“
DESCRIFTION TEST SERVICE(S) IMPACTED MEASUREMENT HOST
Connection unavailable { 1494} TCP Port Status - win7-eq

Figure 13.8: Alarms specific to user john

If only ‘critical’ alarms pertaining to the buy.abc.com site assigned to user john had been configured for display
in the monitor interface, then the CURRENT ALARMS window will appear as depicted by Figure 13.9.

Show | Alarms w Filter by | Priority w Priority

Type Component Name Description Layer Start Time

Borland AppServer Metwork connection issue: Packet loss is high Network Oct 15, 2014 04:05 |~_“ Q
Linux linlz Metwork connection issue: Packet loss is high Network Oct 15, 2014 04:03 |~_“ Q
Oracle Database orad MNetwork connection issue: Packet loss is high Network Oct 15, 2014 04:03 [ Q
Windows new_win High disk space usage { &} Cperating System Oct 15, 2014 03:56 |~_‘ |_—.$

Figure 13.9: The Alarms window displaying only the Major alarms of user john

Move your mouse over the first alarm and you will see the details of the alarm as depicted by Figure 13.10
below. The details include a brief description of the problem and the test that is reporting the problem. Note
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that the first alarm pertains to a NAS server, the layer that is problematic is the Application Processes layer, the
test reporting the problem is Processes test, and the problem is with the kjs process, which is not running.

Show | Alarms w Filter by | Priority w Priority
Type Component Name Description Layer Start Time
Borland AppServer Network connection issue: Packet loss is high Network Oct 15, 2014 04:05 IL Q,
Linux linl2 Network connection issue: Packet loss is high Network Oct 15, 2014 04:03 ll Q
Oracle Database orad Network connection issue: Packet loss is high Network Oct 15, 2014 04:03 IL Q,
Windows new_win High disk space usage {C} Operating System Oct 15, 2014 03:56 | |_—.;§.
DESCRIFTICN TEST SERVICE(S) IMPACTED MEASUREMENT HOST

High disk space usage {C} Disk Space - Rew_win

High disk space usage {£} Disk Space - Rew_win

Committed memory in use is high Memory Details - new_win

Registry quota in use is high 05 Details = Rew_win

Memory utilization is high Memaory Usage - new_win

Disk is very busy {Disk0 C} Disk Activity - Rew_win

Figure 13.10: Description of the alarm

13.2 Role of an AlarmViewer

While the supermonitor users require an overall perspective of the health of a monitored environment,
AlarmViewers are concemed with only the problems that are affecting the performance of the components
associated with them. Therefore, when an AlarmViewer logs into the monitor interface, all he gets to view
immediately is the CURRENT ALARMS window (see Figure 13.11), listing only those alarms that pertain to the
components of interest to him/her.
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Monitor

ter by | Pricrity

Type Component Name Description Layer Start Time
8 Citrix XenServer - VDI xen2z24 Network connection issue: Packet loss is high Network Oct 15,2014 .
a Windows windowss Disk drive is not available {&} Operating System Oct 15,2014 .
a Windows windows12 Disk drive is not available {&} Operating System Oct 15,2014 .
©  windows windows 18 Disk drive is not available { &} Operating System Oct 15, 2014
QO windows windows19 Disk drive is not available { G} Operating System Oct 15, 2014
0 windows windows20 Disk drive is not available { G} Operating System Oct 15, 2014
0 windows windows21 Disk drive is not available { G} Operating System Oct 15, 2014
€ windows windows23 Disk drive is not available { G} Operating System Oct 15, 2014
€ windows windowsZ4 Disk drive is not available { G} Operating System Oct 15, 2014 .
© windows windows2s Disk drive is not available { G} Operating System Oct 15, 2014 .
@ windows windowsZZ Disk drive is not available { G} Operating System Oct 15, 2014 .
@  JavaApplication agentRE JMX connecticn is unavailable VM Internals Oct 15, 2014 .
8 Web 192.168.1.254:30 ‘Web is unavailable { HomePage] ‘Web Server Oct 15,2014 .
Citrix XenServer - VDI Xenzas Usage of allocated memory by VM is high {eCxen05-001 [SAP HANA - 2.84] Qutside View of VMs Oct 15,2014 .
Windows windowss Committed memory in use is high Operating System Oct 15,2014 .
Windows windows12 Committed memary in use is high Operating System Oct 15, 2014
Windows windows18 Committed memory in use is high Operating System Oct 15, 2014
Windows windows19 Committed memory in use is high Operating System Oct 15, 2014 ...
Windows windows20 Committed memory in use is high Operating System Oct 15, 2014
Windows windowsZ1 Committed memory in use is high Operating System Oct 15, 2014
Windows windows23 Committed memory in use is high Operating System Oct 15, 2014 .

Figure 13.11: The CURRENT ALARMS window of an AlarmViewer

To know more about an issue, move your mouse pointer over the corresponding alarm in Figure 13.11. Figure
13.12 will appear displaying a brief description of the problem, the problem test, the problem service (if any),
and the measurement host.

-

Show | Alarms ter by | Pricrity
Type Compenent Name Description Layer Start Time
e Citrix XenServer - VDI xen2z4 Network connection issue: Packet loss is high Network Oct 15,2014
€ Windows
e pr— DESCRIPTION TEST SERVICE(S) IMPACTED MEASUREMENT HOST
© windous etk toca & g Mework . 2913p0026-pc @ B
€@  Windows windows 19 Disk drive is not available {C] Operating System Oct 15, 2014
e ‘Windows windows20 Disk drive is not available { &} Operating System Oct 15,2014
©  Wwindows windows21 Disk drive is not available {C} Operating System Oct 15, 2014
@  Wwindows windows23 Disk drive is not available {G} Operating System Oct 15, 2014
@ windows windows24 Disk drive is not available { G} Operating System Oct 15, 2014
€ Wwindows windowsZ3 Disk drive is not available {G} Operating System Oct 15, 2014
@  windows windowsZZ Disk drive is not available { G} Operating System Oct 15, 2014
€  JavaApplication agentRE JMX connection is unavailable JVM Internals Oct 15, 2014
e ‘Web 192.168.1.254:30 ‘Web is unavailable {HomeFfage} Web Server Oct 15,2014
Citrix XenServer - VDI xen245 Usage of allocated memory by VM is high {eCxen05-001 [SAP HANA - 8. 84} Cutside View of VMs Oct 15,2014
Windows windowss Committed memory in use is high Operating System Oct 15, 2014
Windows windows12 Committed memory in use is high Operating System Oct 15, 2014
Windows windows18 Committed memory in use is high Operating System Oct 15, 2014
Windows windows19 Committed memory in use is high Operating System Oct 15, 2014
Windows windows20 Committed memery in use is high Operating System Oct 15, 2014
‘Windows windows21 Committed memory in use is high Operating System Oct 15,2014
Windaws windows23 Committed memary in use is high Operating System Oct 15, 2014

Figure 13.12: Alarm description

In addition to the above, Figure Figure 13.12 also reveals two icons. Clicking on the alarm and then on the B
icon will lead you to the FEEDBACK screen wherein information such as why the problem occurred, and when
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and how the problem was resolved can be recorded (see Figure 13.13, and a knowledge base of fixes can thus
be maintained.

Measure Graph Summary Graph = Trend Graph ZEdaaGly' Fix Feedback

Component  Test Measure Descriptor

windows18 Disk Space Drive availability c

Problem Time Hr Min Fix Time Hr Min
oct1s,2014  [i5] |12~ 43 v octis,2014  fi5] |12~ 10w
Problem Reason Problem Fix Problem Fixed by
Process stopped restart the manager joe
[Save

Figure 13.13: Recording how a problem was fixed

If the problem recurs, then clicking on the alarm and then on the “ icon helps users to view a brief history of
how the same problem was resolved in the past.

Besides receiving email and visual alerts of problems and recording feedback on fixes, the AlarmViewer also
has the right to change his profile, if so required. To do this, the AlarmViewer will have to click on the Profile
option at the right top comer of the monitor interface.

13.3 Role of a SuperAlarmViewer

While an AlarmViewer is alerted of problems pertaining to Limited components, the SuperAlarmViewer
receives alerts of problems in the Complete monitored environment. Like an AlarmViewer, the
SuperAlarmViewer too can record feedback on fixes, view the history of fixes, and change his/her profile.
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14
Control Actions

Monitoring solutions often provide the ability to alert an administrator over email, pager, SMS, etc., when
problems occur. In response to an alert, the administrator has to perform domain-specific detailed analysis of
the problem, often by running different commands on the target system. In this process, the administrator has
to figure out and initiate corrective measures. Most monitoring solutions provide remote problem alerting
capability, but the ability to remotely login in a secure manner and perform detailed analysis and troubleshooting is
not available. To allow true anytime, anywhere management capability, such remote control of the target IT
infrastructure must be possible using a web browser.

eG’s Remote Control Action capability allows an administrator to remotely and securely access any
monitored server in an IT infrastructure and to execute remote commands in order to perform detailed analysis
of problems and to initiate corrective actions against them.

The benefits of eG’s remote control actions are:

« Enable remote control in addition to routine monitoring, thereby offering a quick and easy way of initiating
corrective actions

« Remote diagnosis and control of any component in the monitored infrastructure is enabled from anywhere, using
just a web browser

« Remote control capability is selectively enabled for users based on their access rights

The control actions are enabled with no change in the eG architecture. The agents do not listen on any TCP
ports. Hence, security risks in the target environment are minimum. Furthermore, since control actions can be
initiated from a web browser, they can be triggered from anywhere, at any time.

To understand this concept better, consider the example of a web server shown in Figure 14.1.

Last Measurement Time : Nov 03,

@ Web Server Windows Services - World Wide Web Publishing Service

Service availability G o Remote Control
© AsP NET o Service state Stopped

<z

~ () Windows Services

Weorld Wide Web Publishing Service

° Application Processes
& 05 Cluster
& TcP

& Network

0 Operating System

Figure 14.1: A web server indicating a problem in the Windows Service layer
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Figure 14.1 indicates that the World Wide Web Publishing service of a web server has stopped running and
hence, the web server is not available. Starting this service in the web server host will solve this problem. For
this, you will not be required to manually access the host and start the WWW service in it.

Instead, simply click on the & (Remote Control) button indicated by Figure 14.1. Upon clicking, a page
depicted by Figure 14.2 will appear.

Agent IPfNick Mame: jis_&28
Changing to Control Mode.

Please Wait__

Mode of Operation: WAITING MODE

Figure 14.2: A page displaying the IP/nickname of the host to be controlled and current mode of the agent

This page will display the Agent IP/Nickname (192.168.10.173) to be controlled remotely and the current Mode of
Operation of the agent. Figure 14.2 indicates that the Mode Of Operation of the agent on the host is WAITING. By
default, an eG agent is in the NORMAL mode. No remote action can be performed on a host when the agent is
in this mode. To start remote control activities, the agent has to be moved into a CONTROL mode. The waiting
mode is a transition mode between the NORMAL and CONTROL modes. An agent remains in this state for a
very short time, and finally changes to the CONTROL mode. Once the agent switches to the CONTROL mode,
Figure 14.3 will appear, wherein you need to specify the command to be executed remotely on the agent host.

Figure 14.3 displays the Agent IP/Nickname of the host and its current Mode Of Operation. To execute a
command, specify the following:

1. From the Command list box, select the command to be executed remotely. By default, the Command list
contains a set of pre-configured, ready-to-use commands. If the command to be executed is already
available in the Command list, select it, and specify the Arguments (if any), that may be supported by the
chosen command (see Figure 14.3). In our case however, the command for starting the WWW service
does not pre-exist. We are hence faced with the following options:

a. First, add the command for starting the WWW service to the Command list (using the Agents ->
Settings -> Remote Control menu sequence in the eG administrative interface), and then select that
command from the Command list, OR,

b. Directly issue the command for starting the WWW service using the REMOTE CONTROL page.
2. If you opt for (a), then follow the procedure discussed in this manual.

3. If you pick option (b), you need to first check whether you are authorized to execute a remote command
that is outside of the Command list. By default, only the admin user has the right to directly execute a
command on the agent host. To grant such a right to any other user(s), follow the steps given below:
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> Edit the eg_controls.ini file in the <EG_INSTALL_DIR>manager\config directory

» In the [CONTROL_DEFAULTS] section of the file, you will find an AllowOtherCommands parameter
that is set to admin, by default. This indicates that, by default, only the admin user is privileged to
execute commands other than the ones listed in the Commands list.

» To extend that right to other users, specify a comma-separated list of user names against the
AllowOtherCommands parameter:
AllowOtherCommands=admin,john,elvis,brian

» Finally, save the eg_controls.ini file.

4. Once the right is granted to you, you can proceed to directly execute an 'unregistered' remote command
by selecting the Other option from the Command list, and providing the Command description (i.e., the
syntax of the command) (see Figure 14.4).

REMOTE CONTROL 4 Back

Agent IP / Nick name Mode of operation Command Arguments Output required Timeout (in sec)
i _828 CONTROL MODE net start - wisve Yes - 120

Figure 14.3: Directly issuing the command to be executed

5. In our example, the command which will start the WWW service is net start W3SVC, where W3SVC is the
service name of the World Wide Web Publishing service. Therefore, against Command description,
specify this command.

6. Then, set the value of Output required to Yes to view the output of the specified command. Otherwise,
select No.

7. Then, enter the Timeout period. This is the duration for which the eG manager will wait for an output for
the specified command. Upon the expiry of the period, the command execution will be automatically

terminated.
8. Finally, execute the command by clicking the Execute button in Figure 14.4.

9. If Output required is set to Yes, then you will view the output of the executed command (see Figure 14.4).

447



CONTROL ACTIONS

REMOTE CONTROL . Back

Agent IP / Nick name Mode of operation Command Arguments Output required Timeout (in sec)

i _238 CONTROL MODE net start v |waswc es v| |120

The World Wide Web Publishing Service service is starting.
The World Wide Web Publishing Service service was started successfully.

Figure 14.4: Output of the specified command

10. Once the command executes successfully, the WWW service will be started, automatically resolving
the problem reported by the Windows Service test (see Figure 14.5).

Last Measurement Time : Nov

© Web Server & Windows Services - World Wide Web Publishing Service I= - |
o Service availability (9 100 b &
© ASP NET o service sute Running e &

@ Windows Service

v @ Windows Services
+/ World Wide Web Publishing Service

@ Application Processes

@ 05 Cluster

@ 1CP

@ Network

@ Operating System

Figure 14.5: The Windows Service test problem is resolved
Note:
An agent will remain in the Control mode for 10 minutes, after which, it will return to the Normal mode.
This simple example highlights the utility of eG Enterprise’s control actions capability.

The eG monitor interface also allows users to view the different eG agents and their modes of operation. To do
so0, select the Remote Control option from the Options menu of the eG monitor interface.

The resulting page (see Figure 14.6) lists the agents in the Control mode.
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REMOTE CONTROL

Agent mode Agent IP / Nick name

Control v

win7-eg

Figure 14.6: eG agents in the Control mode

Note that the agent on 192.168.10.173 in our example appears here. Clicking on the displayed agent will lead
users to the page depicted by Figure 14.7, using which specific actions can be performed on the host. To
search for a particular agent host, specify the whole/part of the IP/nickname of the host in the Agent IP /
Nickname text box, and then, click the right arrow button (see Figure 14.6) next to it. All agents with IPs/nick
names that embed the specified search string will then appear in this page.

Now, if you select Normal from the Agents mode text box in Figure 14.6, then all the agents in the Normal mode
will be displayed (see Figure 14.6).

REMOTE CONTROL

Agent mode Agent IP / Nick name

windows29 windows28 windows27 windows26 windows25 windows24 manager|RE windows23

windows22 windows21 windows20 192.168.1.254 192.168.1.250 windows19 windows 18 windows17

windows 16 windows15 windows 14 windows13 agent/RE windows 12 windows11 windows42

Figure 14.7: Agents in the Normal mode

Clicking on an agent displayed in this page (see Figure 14.7) will first lead users to the WAITING mode (see
Figure 14.2); once the transition is successful, then the CONTROL mode page (see Figure 14.7) appears.
Similarly, if you select Waiting from the Agents mode list box, then all the agents in the WAITING mode will
appear. Clicking on the agent displayed here will lead users to Figure 14.7 directly.
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Miscellaneous

14.1 User View

While managing a large number of users to the eG Enterprise system, administrators often find it very difficult
to ascertain the overall health of a user's infrastructure, and whether there are any critical unresolved issues in
the user environment. eG Enterprise provides a USER VIEW page that displays the number of
segments/services/service groups/zones/components associated with a chosen user, and the alarms
associated with these infrastructure elements. To access this page, follow the menu sequence:
Miscellaneous -> User View.

USER VIEW
User ID | chithu -
Infrastructure Health
Zones Service Groups Services Segments Components Virtual Machines
- - - - L -
Component Type Component Name Test Name Description Layer Start Time
@ iswen iis_web_39:80 HTTP Web page is unavailable {HomePage} Web Server Oct 08, 2014 09:43
D iswes iis_web_39:30 HTTP TCP connection failed {HomePage} Web Server Oct 08, 2014 03:48
Oracle Database oracle_database_10.190:15... Oracle 5GA Soft parses are low Memory Structures Oct 08, 2014 13:27
Oracle Database oracle_database_10.190:15 Oracle SCA Execute to Parse ratio is low Memory Structures Oct 08, 2014 13:27
QOracle Database oracle_database_10.190:15. Cracle SCA Parse cpu to parse elapsed ratio is low Memory Structures Cct 08, 2014 13:27

Figure 14.8: A selected user’s view of the monitored infrastructure

Select a user from the User Id list and click the Submit button to view the associations of the selected user.
Upon clicking the Submit button, an Infrastructure health section will appear that provides an overview of the
selected user's environment.

This section displays bar graphs that indicate the number of zones/segments/services/service
groups/components associated with the chosen user, and the current state of these elements. Clicking on a
division in any of the bars listed in this section will lead the administrator to the corresponding list page. For
instance, if you click on the Critical (i.e., RED) division in the Zones bar, then the ZONE LIST page will appear
listing only those zones associated with the chosen user that are currently in a CRITICAL state.

Below the Infrastructure health section you will find the Events section that lists the current alarms pertaining to
the components associated with the new user. This provides the administrator with an idea of the number and
type of open issues in the user environment. Clicking on an alarm leads you to the layer model, tests, and
measurements of the problem component.

Note:

The User View option is available only for users with the Admin or Supermonitor rights.
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14.2 Detailed Diagnosis

In order to view the detailed measures for a particular component, the supermonitor will have to select the
Detailed Diagnosis option from the Options menu of the eG monitor interface.

Note:

Users will be able to view the detailed measures only if the eG license enables the detailed diagnosis
capability of the eG Enterprise system.

In the page that follows, specify the following information (see 14.2):

Service: Select the service for which detailed measures are required. This is an optional field.

Component: Select the component for which detailed measures need to be viewed. If there are too many
components in the list to choose from, you can narrow your search further by using the Search text box. Specify
the whole/part of the component name/type to search for in this text box, and click the right-arrow button next
to it. The Component list will then be populated with all component names and/or component types that embed
the specified search string. Select the component of your choice from this list.

Layer: Choose the specific layer to which the measure requiring a detailed diagnosis is associated.
Test: From this drop-down list box, pick the test that generates the detailed measures.

Measure: From this drop-down list box, select the measurement for which a detailed diagnosis is required. The
measures listed in this list box are the ones for which the corresponding test provides a detailed diagnosis.

Timeline: The period for which the detailed diagnosis has to be analyzed can be specified using the Timeline list.
You can either provide a fixed time line such as 1 hour, 2 days, etc., or select the Any option from the list to
provide a From and To date/time for graph generation.

Finally, click the Submit button. Upon clicking, the detailed diagnosis of the specified measure for the given
period, will appear (see 14.2):

DETAILED DIAGNOSIS X B & 6

Service Filter by (Optional) Component Layer Test

TestService v iis_web_338:830:115 Web v Network v (Network) v

Measurement Host Measures

192.168.8.15 v Packet loss v m

Lists the hop-by-hop connectivity and delay

HOPCQUNT ROUTER HOPDELAYS(MS)

Oct 08, 2014 18:11:55

1

192 168 8.15% <1<1;<1

Oct 08, 2014 17:51:21

1

192.168.8.15 <l<1;<1

Oct 08, 2014 17:31:06

1

192.168.8.15 =l=l<l

Figure 14.9: Detailed diagnosis of the Cpu_util measure for a given period

You can also save the Detailed Diagnosis information as a CSV file by clicking on the = button at the top, right

corner of 14.2, and even print the detailed diagnosis by clicking on the B button.
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14.3 Knowledge Base Search

The Feedback History page allows you to view the details of fixes that are available for a chosen component,
test, measure, and descriptor only. Administrators however, may require single-click access to the fixes
related to all the managed components in the environment. They may also demand the flexibility to query the
knowledge base for viewing only that problem/fix information that interests them. Therefore, to enable
administrators to perform quick infrastructure-wide searches on the knowledge ase and view the fix feedback
of interest to them, the eG monitoring console offers the KNOWLEDGE BASE SEARCH page.

To access this page, follow the Options -> Knowledge Base Search menu sequence. 14.3 will then appear:

KNOWLEDGE BASE SEARCH X | &
Filter By Type Component Search Component Layer Test
Compenent ~ All ~ All - All ~ All ~
Measure Search By Search
All v All - m

Figure 14.10: The Knowledge Base Search page
To search the knowledge base using this page, do the following:
1. First, select a search criterion from the Search By list. The options are as follows:

« Component: Pick this option to view the details of fixes related to a single component or all managed
components in the environment.

« Segment: Pick this option to view the fixes related to one/all components that are part of a chosen
segment. Once this option is chosen, a Segment list appears from which you will have to select the
segment to be searched. Upon choosing a segment, the Component list will be populated with all the
components that are part of the chosen segment.

« Service: Select this option to view the fixes related to one/all components that are engaged in delivering
a particular service. Choosing this option invokes a Service list from which you need to select the
service of interest to you. Once a service is chosen, the Component list will be populated with all the
components that support the selected service.

« Zone: Select this option to view the fixes related to one/all components that are part of a specific zone.
If this option is selected, then a Zone list will appear, from which you will have to pick the zone of
interest to you. Doing so will populate the Component list with those components that are included in
the chosen zone and its subzones (by default). If you want to exclude the components in the
subzones from the purview of your search, then, set the Include Subzones flag to No. This will ensure
that the Component list contains only those components that are associated with the parent zone.

2. From the Component list, select the component for which the fix details are to be viewed. Select All to view
the fixes related to all components across the environment, or those that belong to a chosen
service/segment/zone (as the case may be).

3. Select the Layer to which the tests of interest to you are mapped. Pick All to view the details of fixes,
regardless of layer.
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4. The Test list will then be populated according to the Component and Layer selections. To view fixes
associated with all tests, select the All option.

5. Pick the Measure for which you want to view the fix history. Select All if the fix information related to all
measures is to be retrieved.

6. Using this page, you can even search for those problems and/or fixes that embed a specified text string.
For that, specify the string to search for in the Search text box, and indicate where the string should be
searched - in the problem reason? the fix description? or in both. For that, select the Problem, Fix, or All
options, respectively.

7. Then, provide a Timeline for your search.
8. Finally, click the Submit button.

9. The details of fixes that fulfill the specified filter criteria will then appear, as shown in Figure 14.11.

KNOWLEDGE BASE SEARCH ¥ g
Filter By Type Component Search Component Layer Test
Component ~ Al ~ All v All ~ All ~
Measure Search By Search
Al v | A ~
COMP TYPE COMP NAME TEST DESCRIFTOR MEASURE
eG Manager Java Application  manager]RE Disk Space c Total capacity Modify
Problem File corrupted
Fix{admin) remote command exected
Problem Time Oct 16, 2014 07:47:00
Fix Time Oct 16, 2014 07:52:00
Java Application agent/RE JMX Connection to JVIM - WX availability Modify
Froblem Cannection error
Fix{admin) restart manager
Problem Time Oct 16, 2014 07:45:00
Fix Time Oct 16, 2014 07:51:00

Figure 14.11: The details of fixes that match the specified filter criteria

10. You can even modify the problem reason and fix by clicking on the Modify button. Figure 14.11 will then
appear using which you can make the necessary changes.

453



MISCELLANEOUS

MODIFY

COMP TYFE COMP MAME TEST DESCRIFTOR MEASLIRE

e Manager Java manager]RE Disk Space C Total capacity
Application

Problem Time Oct 16,2014  [15]

Fix Time Oct 16, 2014
Problem Reason

File corrupted

Problem Fix

remote command exected

Problem Fixed By admin

Figure 14.12: Modifying the problem reason and fix
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15
Conclusion

eG Enterprise of products has been specially designed keeping in mind the unique requirements of IT
infrastructure operators. For more information on the eG family of products, please visit our web site at
www.eginnovations.com.

This document has described the administration, and usage of eG Enterprise that enables IT infrastructure
operators monitor their web infrastructure efficiently and effectively. It has gone a long way in clarifying
concepts in various aspects of using eG Enterprise.

For more details regarding the eG architecture and the details of the metrics collected by the eG agents,
please refer to the following documents:

« AVirtual, Private Monitoring Solution for Multi-Domain IT Infrastructures
« The eG Installation Guide

» The eG Measurements Manual

» The eG Quick Reference Guide

« The eG Customization Manual

We recognize that the success of any product depends on its ability to address real customer needs, and are
eager to hear from you regarding requests for enhancements to the products, suggestions for modifications to
the product, and feedback regarding what works and what does not. Please provide all your inputs as well as
any bug reports via email to support@eginnovations.com.
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