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Introduction

Introduction

A business transaction represents a type of user request to a web application. For instance, the following
types of requests are considered business transactions for an online retail banking application:

« Loggingin

« Balance checking
« Funds transfer

« Bill payments

« Logging out

User experience with a web application not only relies on the successful completion of these user
requests/transactions, but also on their rapid execution. This is why, even if a single transaction slows down,
stalls, or fails, user dissatisfaction with the web application as a whole grows. This in turn may cause user
complaints to increase, support costs to sky rocket, and revenues to dip.

To avoid such disastrous results, web application administrators should monitor every business transaction
closely and promptly identify the slow/stalled/failed transactions. Most importantly, administrators will have to
determine where and why these transactions under-performed — i.e., identify the root-cause of poor
transaction performance - so that the problem can be quickly resolved before users begin doubting the stability
of the web application.

Root-cause isolation is often the most challenging! This is because, most web applications these days
overlay multi-tier environments characterized by multiple application servers, database servers, remote
services, etc. Every business transaction to such web applications travels through multiple nodes, using
remote calls to external services, to fulfill its purpose. For example, an online transaction to shop for goods
may access a ShopCart web page on a web server. Every time an item is added to a shopping cart, the web
server may make an HTTP/S call to a web application server to invoke the business logic. The business logic
may then make a database call to run a query for retrieving the total count of goods that that user has shopped
for so far. A slowdown in even one node or a delay in processing even a single remote service call can impact
the performance of the transaction. To accurately isolate where the actual bottleneck lies, administrators
should employ an APM solution that can trace the entire path of every business transaction, measure the total
round-trip time of each transaction, identify the synchronous and asynchronous calls made by the transaction
at various nodes, and compute the time spent by the transaction at each node, for each call. This can be
achieved using the eG Business Transaction Monitor (BTM).

1.1 The eG Business Transaction Monitor (BTM)

The eG BTM employs an advanced ‘tag-and-follow’ technique to trace the complete path of each business
transaction to a web application, end-to-end. When doing so, it auto-discovers the application servers the
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transaction travels through, and also automatically ascertains what remote service calls were made by the
transaction when communicating with the servers. In the process, the eG BTM measures the following:

« The total response time of each transaction;
« The time spent by the transaction on each application server;

« The time spent by the transaction for processing every external service call (including SQL
queries);

Using these analytics, the eG BTM precisely pinpoints the slow, stalled, and failed transactions to the web
application, enables administrators to accurately isolate where — i.e., on which application server — the
transaction was bottlenecked, and helps them figure out exactly what caused the bottleneck — an inefficient or
errored query to the database? A slow HTTP/S call to another application server? a time-consuming POJO /
JMX method execution? a slow SAP JCO/async call? By quickly leading administrators to the source of
transaction failures and delays, the eG BTM facilitates rapid problem resolution, which in turn results in the
low downtime of and high user satisfaction with the web application.

1.2 Pre-requisites for Business Transaction Monitoring Using
eG

The following are the pre-requisites for performing business transaction monitoring using eG:

« The eG Business Transaction Monitor (BTM) can be installed on Java containers only - i.e., Java
applications / J2EE-enabled web, application, and messaging servers. The details are as follows:

Supported JVMs
o Oracle Hotspot JVM 1.5t0 1.8
« BEAJRockit 1.5and 1.6
o IBMJVM1.5t01.8
e OpenJDK1.5t01.8

Supported Application Servers
o WebSphere 7.x, 8.x
« Weblogic 9.x, 10.x, 12.x
o JBoss 7.x/ EAP / WildFly

o Apache Tomcat 5.x, 6.x, 7.x

o GlassFish 3.x and 4.x
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Supported Frameworks

o Servlets

o JSPs

o Struts 1.x, 2.x

o Spring MVC
Supported HTTP End Points

o HTTP URL Connection

Supported Web Service End Points

o AXis 1.x, 2.x
o JAX-WS
« JAX-RPC
Supported Databases
« Oracle 8i, 9i, 10g, 11g
« IBMDB29.x
« MS SQL Server 2005, 2008, 2012

« Postgres 8.x, 9.x

o MySQL
. HSQLDB

Supported Drivers

» Oracle- Thin

. DB2

« Microsoft SQL Server

« Connector/J

o jTDS -Typed

. JDBC2, JDBC2EE, JDBC3, JDBC4

« The eG Business Transaction Monitor (BTM) can be installed on only those Java containers that
use JDK 1.5 or higher
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« Do not install the eG Business Transaction Monitor (BTM) on a Java container that is already JTM-
enabled.

« For complete visibility into the transaction path, make sure that you:
« BTM-enable each JVM node in the transaction path;

« Manage each JVM node as a separate component in eG;

1.3 How does the eG BTM Work?

To be able to track the live transactions to a web application, eG Enterprise requires that a special eG
Application Server Agent be deployed on every JVM node (i.e., web application server instance) through
which the transaction travels. The eG Application Server Agent is available as a file named eg_btm.jar on
the eG agent host, which has to be copied to the system hosting the application servers being monitored. You
then need to configure the application server with the path to the eg_btm.jar file to fully BTM-enable the
server. Once this is done, restart the server and then proceed to configure the Java Business Transactions
test and Key Java Business Transactions test.

1.3.1 Installing eG BTM on a Generic JVM Node

The steps for deploying an eG BTM on a JVM node will differ based on where the eG agent has been deployed
- whether on the JVM node, or on a remote host.

If the eG agent monitoring the JVM node has been deployed on that node itself (which is the agent-based
approach), then follow the steps below to BTM-enable that node:

1. Manage the JVM node as a separate component using the eG administrative interface. When managing,
make a note of the Nick name and Port number that you provide.

2. If multiple JVM instances are operating on a single node, and you want to BTM-enable al the instances,
then you will have to manage each instance as a separate component using the eG administrative
interface. When doing so, make a note of the Nick name and Port number using which you managed
each instance.

3. In the <EG_AGENT_INSTALL_DIR> \lib\btm directory (on Windows; on Unix, this will be
/opt/egurkhal/lib/btm), you will find the following files:

« eg_btm.jar

« btmLogging.props
« btmOther.props

« exclude.props

4. Next, create a new directory under the <EG_AGENT_INSTALL_DIR>\lib\btm (on Windows; on Unix,
this will be /opt/egurkhallib/btm). Take care to name this directory in the following format: <Managed_
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Component_ NickName>_ <Managed _Component_Port>. For instance, if you have managed the
JVM node using the nick name AppServer1 and the port number 8088, the new directory under the btm
directory should be named as AppServer1_8080.

5. If you have managed multiple JVM instances running on a single node, then you will have to create
multiple sub-directories under the btm directory- one each for every instance. Each of these sub-
directories should be named after the Nick name and Port number using which the corresponding
instance has been managed in eG.

6. Once the new directory is created, copy the following files from the btm directory to the new directory:
« btmLogging.props
« btmOther.props
« exclude.props

7. Next, edit the btmOther.props file. You will find the following lines in the file:

# Below property is BTM Server Socket Port, through which eG Agent Communicates
# Restart is required, if any changes in this property

# Default port is "13931"

BTM Port=13931
#

8. By default, theBTMPort parameter is set to 13931. If you want to enable eG BTM on a different port,
then specify the same here. In this case, when configuring the Java Business Transactions test or the
Key Java Business Transactions test for that application server, make sure you configure the BTM
port parameter of the test with this port number.

Also, against the Designated_Agent parameter, specify the IP address of the eG agent which will poll
the eG BTM for metrics. If no IP address is provided here, then the eG BTM will treat the host from
which the very first 'measure request' comes in as the Designated_Agent.

# Below property is used to specify IP address of eG Agent which collectes BTM Data.

# Default is None

Designated Agent=

#
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10.

Note:

In case a specific Designated_Agent is not provided, and the eG BTM treats the host from which the
very first 'measure request' comes in as the Designated_Agent, then if such a Designated_Agent is
stopped or uninstalled for any reason, the eG BTM will wait for a maximum of 10 measure periods for
that 'deemed' Designated_Agent to request for metrics. If no requests come in for 10 consecutive
measure periods, then the eG BTM will begin responding to 'measure requests' coming in from any other
eG agent.

Finally, save the btmOther.props file.

Then, proceed to edit the start-up script of the JVM node being monitored, and append the following
lines toit:

-DEG_PROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>

"-javaagent :<EG_AGENT INSTALL DIR>\lib\btm\eg btm.jar”

For instance, if the .props files had been copied to the <EG_ AGENT_ INSTALL_
DIR>\lib\btm\AppServer1_8088 directory, the above specification will be:

-DEG_PROPS_HOME=<EG_AGENT INSTALL DIR>\lib\btm\AppServerl 8088

"-javaagent :<EG AGENT INSTALL DIR>\lib\btm\eg btm.jar”

Note:

« The “javaagent...” entry above should be added as one of the JVM options in the start-up script.

« Note that the above lines will change based on the operating system and the web/web application
server being monitored. For example, if the JVM node is operating on Unix, then the above
specification will change as follows:

-DEG PROPS HOME=opt/egurkha/lib/btm/AppServerl 8088
"-javaagent:opt/egurkha/lib/btm/eg btm.jar”

« Also, in Unix environments, when using the agent-based approach, both the agent and the JVM
instance will be running using different user privileges. In this situation, by default, the eG BTM logs
will not be created. In order to create the same, insert the following entry after the -DEG_PROPS _
HOME specification.

-DEG_LOG_HOME=<<Log_File Path>>

For instance, if the .props files had been copied to the <EG_ AGENT_ INSTALL_
DIR>\lib\btm\AppServer1_8088 directory, and the log files also need to be created in the same
directory, the complete specification will be as follows:
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-DEG_PROPS_HOME=opt/egurkha/lib/btm/AppServerl 8088
-DEG_LOG_HOME=opt/egurkha/lib/btm/AppServerl 8088
"-javaagent:opt/egurkha/lib/btm/eg btm.jar”
11. Then, add the eg_btm.jar file to the CLASSPATH of the JVM node being monitored.
12. Finally, save the file, and restart the JVM node.

If the eG agent has been deployed on a remote host (which is the agentless approach), then follow the steps
below to BTM-enable the JVM node:

1. Manage the JVM node as a separate component using the eG administrative interface. When managing,
make a note of the Nick name and Port number that you provide.

2. If multiple JVM instances are operating on a single node, and you want to monitor each of those
instances, then you will have to manage each instance as a separate component using the eG
administrative interface. When doing so, make a note of the Nick name and Port number using which
you managed each instance.

3. In the <EG_AGENT_INSTALL_DIR> \lib\btm directory (on Windows; on Unix, this will be
lopt/egurkhallib/btm), you will find the following files:

« eg_btm.jar
« btmLogging.props
« btmOther.props
« exclude.props
4. Next, log into the JVM node that is being monitored.
5. Create a new directory named, say eGBTM, in any location on that node.

6. Under this directory, create a sub-directory. Take care to name this directory in the following format:
<Managed_ Component_ NickName>_ <Managed Component_Port>. For instance, if you have
managed the JVM node using the nick name AppServer1 and the port number 8088, the sub-directory
should be named as AppServer1_8080.

7. If you have managed multiple instances of that JVM node, then you will have to create multiple sub-
directories - one each for every instance. Each of these sub-directories should be named after the Nick
name and port number using which the corresponding instance has been managed in eG.

8. Once the new sub-directory is created, copy all the files from the btm directory of the remote agent to
the sub-directory on the JVM node:

9. Next, edit the btmOther.props file. You will find the following lines in the file:

# Below property is BTM Server Socket Port, through which eG Agent Communicates
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10.

11.
12.

# Restart is required, if any changes in this property

# Default port is "13931"

BTM Port=13931
#

By default, theBTM_Port parameter is set to 13931. If you want to enable eG BTM on a different port,
then specify the same here. In this case, when configuring the Java Business Transactions test or the
Key Java Business Transactions test for that application server, make sure you configure the BTM
PORT parameter of the test with this port number.

Also, against the Designated_Agent parameter, specify the IP address of the eG agent which will poll
the eG BTM for metrics. If no IP address is provided here, then the eG BTM will treat the host from
which the very first 'measure request' comes in as the Designated_Agent.

# Below property is used to specify IP address of eG Agent which collectes BTM Data.

# Default is None

Designated Agent=

#

Note:

In case a specific Designated_Agent is not provided, and the eG BTM treats the host from which the
very first 'measure request' comes in as the Designated_Agent, then if such a Designated_Agent is
stopped or uninstalled for any reason, the eG BTM will wait for a maximum of 10 measure periods for
that 'deemed' Designated_Agent to request for metrics. If no requests come in for 10 consecutive
measure periods, then the eG BTM will begin responding to 'measure requests' coming in from any other
eG agent.

Finally, save the btmOther.props file.

Then, proceed to edit the start-up script of the JVM node being monitored, and append the following
lines to it:

-DEG_PROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>

"-javaagent :<<PATH OF THE LOCAL FOLDER CONTAINING THE eg btm.jar FILE>>"




Introduction

For instance, if the .props files had been copied to the C:\eGBTM\AppServer1_8088 directory, the
above specification will be:

—-DEG_PROPS_HOME=C:\AppServerl 8088

"-javaagent:C:\eGBTM\eg btm.jar”
Note:

« The “javaagent...” entry above should be added as one of the JVM options in the start-up script.

« Note that the above lines will change based on the operating system and the web/web application
server being monitored. For example, if the JVMnode is operating on Unix, then the above
specification will change as follows:

-DEG_PROPS HOME=opt/eGBTM/AppServerl 8088

"-javaagent:opt/eGBIM/eg btm.jar”

13. Then, add the eg_btm.jar file to the CLASSPATH of the JVM node being monitored.
14. Finally, save the file, and restart the JVM node.

1.3.2 Installing eG BTM on an Apache Tomcat Server

The steps for BTM-enabling an Apache Tomcat server will differ based on where the eG agent monitoring that
Tomcat server has been deployed - whether on the Tomcat server, or on a remote host.

1.3.2.1 Agent-based Approach to Deploying eG BTM on an Apache Tomcat
Server

If an Apache Tomcat Server is running on Windows, and the eG agent monitoring the server has been
deployed on that server itself, then follow the steps below to BTM-enable that Tomcat server:

1. Manage the Apache Tomcat server using the eG administrative interface. When managing, make a note
of the Nick name and Port number that you provide.

2. If multiple Tomcat server instances are operating on a single host, and you want to BTM-enable all the
instances, then you will have to manage each instance as a separate Apache Tomcat server using the
eG administrative interface. When doing so, make a note of the Nick name and Port number using
which you managed each instance.

3. Inthe <EG_AGENT_INSTALL_DIR>\lib\btm directory, you will find the following files:

« eg_btm.jar

« btmLogging.props
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« btmOther.props
« exclude.props

4. Next, create a new directory under the <EG_AGENT_INSTALL_DIR>\lib\btm. Take care to name this
directory in the following format: <Managed_Component_NickName>_<Managed Component_Port>.
For instance, if you have managed the Tomcat server using the nick name Tomcat1 and the port number
8080, the new directory under the btm directory should be named as Tomcat1_8080.

5. If you have managed multiple Tomcat server instances running on a single host, then you will have to
create multiple sub-directories under the btm directory- one each for every instance. Each of these sub-
directories should be named after the Nick name and Port number using which the corresponding
instance has been managed in eG.

6. Once the new directory is created, copy the following files from the btm directory to the new directory. If
multiple directories have been created as described by step 5 above, then the files should be copied to
each of those directories:

« btmLogging.props
« btmOther.props
« exclude.props

7. Next, edit the btmOther.props file. You will find the following lines in the file:

# Below property is BTM Server Socket Port, through which eG Agent Communicates
# Restart is required, if any changes in this property

# Default port is "13931"

BTM Port=13931
#

By default, theBTMPort parameter is set to 13931. If you want to enable eG BTM on a different port,
then specify the same here. In this case, when configuring the Java Business Transactions test or the
Key Java Business Transactions test for that application server, make sure you configure the BTM
port parameter of the test with this port number.

Also, against the Designated_Agent parameter, specify the IP address of the eG agent which will poll
the eG BTM for metrics. If no IP address is provided here, then the eG BTM will treat the host from
which the very first 'measure request' comes in as the Designated_Agent.

# Below property is used to specify IP address of eG Agent which collectes BTM Data.

# Default is None

10
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Designated Agent=

#

Note:

In case a specific Designated_Agent is not provided, and the eG BTM treats the host from which the
very first 'measure request' comes in as the Designated_Agent, then if such a Designated_Agent is
stopped or uninstalled for any reason, the eG BTM will wait for a maximum of 10 measure periods for
that 'deemed' Designated_Agent to request for metrics. If no requests come in for 10 consecutive
measure periods, then the eG BTM will begin responding to 'measure requests' coming in from any other
eG agent.

8. Then, you need to configure the Tomcat server with the path to the eg_btm.jar and .props files. This

can be done, in one of the following ways:

« Through the Tomcat control panel;

« Through the Tomcat start-up script

9. To use the control panel, do the following:

« First, open the Tomcat Control Panel.

General | Log On | Logging | Java | Startup | Shutdown

[ Use default
Jawa Virtual Machine:

C:\jdk7\jre\bin'serverjvm.dll
Java Classpath:
C:\Program Files (x86)\Apache Software Foundation{Tomcat 7.0_Tomcat

Jawa Options:

-Djava.util.logging. config. file =C: \Program Files (x86)\Apache Softwa A
-javaagent:C:\eGurkhaVib\btm\tomcat1_2080%eq_btm.jar
-DEG_PROPS_HOME:C: \eGurkhalib\btmtomeat1_8080

Initial memory pool: 2048 MB
Maximum memary pool: | 2048 MB
Thread stack size: KB

Figure 1.1: BTM-enabling the Tomcat server on Windows

11
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« Select the Java tab page in Section 1.3.2 above.

« Add the following entry to the Java Options section of 1.3.2:

—-javaagent :<EG_AGENT_ INSTALL DIR>\1lib\btm\eg btm.jar

-DEG_PROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>

For instance, if the .props files had been copied to the <EG_ AGENT_ INSTALL_
DIR>\lib\btm\tomcat1_8080 directory, the above specification will be:

-javaagent:<EG_AGENT INSTALL DIR>\lib\btm\eg btm.jar
-DEG_PROPS HOME=<EG_AGENT INSTALL DIR>\lib\btm\tomcatl 8080
« Click the Apply and OK buttons in 1.3.2.
« Restart the Tomcat service.
10. On the other hand, if you want to configure using the Tomcat start-up script, follow the steps below:

« Open the catalina.bat file from the <TOMCAT_HOME> directory on the Tomcat server.

« Insert the lines of code indicated by 1.3.2 above to BTM-enable the Tomcat server.

rtiss* goto noduliConfig
1 le="%CATALINA_BASE%\conf\logging.propercies™

“ALOGGING_MANAGERS™ == "= goi JuliManager
HAHASER=-D] ava.util.logging . manager=org. apache. juli . ClassLoaderLogManager
TS=%JNVE_CPTS% TLOGEING MANMGERE™

ecute The Requested COEMANG - e

JRE_HOME :

dir_displayed

if moT ""31"" == ""“4pda”" goro nodpda

Figure 1.2: Editing the catalina.batfile
« Save the file and restart the Tomcat server.

11. Where multiple Tomcat server instances on a host are to be monitored, repeat 7 to 10 for each of the
serverinstances.

If an Apache Tomcat Server is running on Unix, and the eG agent monitoring the server has been deployed on
that server itself, then follow the steps below to BTM-enable that Tomcat server:

1. Manage the Apache Tomcat server using the eG administrative interface. When managing, make a note
of the Nick name and Port number that you provide.

12
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2.

If multiple Tomcat server instances are operating on a single host, and you want to BTM-enable all the
instances, then you will have to manage each instance as a separate Apache Tomcat server using the
eG administrative interface. When doing so, make a note of the Nick name and Port number using
which you managed each instance.

In the lopt/egurkha/lib/btm directory, you will find the following files:

« eg_btm.jar

« btmLogging.props
« btmOther.props

« exclude.props

Next, create a new directory under the /opt/egurkhallib/btm. Take care to name this directory in the
following format: <Managed_Component_NickName>_<Managed_Component_Port>. For instance, if
you have managed the Tomcat server using the nick name Tomcat and the port number 8080, the new
directory under the btm directory should be named as Tomcat_8080.

If you have managed multiple Tomcat server instances running on a single host, then you will have to
create multiple sub-directories under the btm directory- one each for every instance. Each of these sub-
directories should be named after the Nick name and Port number using which the corresponding
instance has been managed in eG.

Once the new directory is created, copy the following files from the btm directory to the new directory. If
multiple directories have been created as described in step 5 above, then the following files should be
copied to all directories:

« btmLogging.props
« btmOther.props
« exclude.props

Next, edit the btmOther.props file. You will find the following lines in the file:

# Below property is BTM Server Socket Port, through which eG Agent Communicates
# Restart is required, if any changes in this property

# Default port is "13931"

BTM Port=13931
#

By default, theBTMPort parameter is set to 13931. If you want to enable eG BTM on a different port,
then specify the same here. In this case, when configuring the Java Business Transactions test or the
Key Java Business Transactions test for that application server, make sure you configure the BTM

13
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port parameter of the test with this port number.

Also, against the Designated_Agent parameter, specify the IP address of the eG agent which will poll
the eG BTM for metrics. If no IP address is provided here, then the eG BTM will treat the host from
which the very first 'measure request' comes in as the Designated_Agent.

# Below property is used to specify IP address of eG Agent which collectes BTM Data.

# Default is None

Designated Agent=

#

Note:

In case a specific Designated_Agent is not provided, and the eG BTM treats the host from which the
very first 'measure request' comes in as the Designated_Agent, then if such a Designated_Agent is
stopped or uninstalled for any reason, the eG BTM will wait for a maximum of 10 measure periods for
that 'deemed' Designated_Agent to request for metrics. If no requests come in for 10 consecutive
measure periods, then the eG BTM will begin responding to 'measure requests' coming in from any other
eG agent.

8. Then, you need to configure the Tomcat server with the path to the eg_btm.jar and .props files. This
can be done by editing the start-up script of the Tomcat server. For that, first open the start-up script.

9. Insert the following lines in the script (as depicted by Figure 1.3) to BTM-enable the server.

if [ "$1" = "start" -o "$1" = "run" ]; then

export JAVA OPTS="$JAVA OPTS - javaagent:<<PATH TO THE eg btm.jar>> -DEG_PROPS_
HOME=<<PATH TO LOCAL FOLDER CONTAINING THE

.PROPS FILES>>

fi

For instance, if the .props file had been copied to the Tomcat_8080 folder within the
lopt/egurkhallib/btm folder, then your specification will be as follows:

if [ "$1" = "start" -o "$1" = "run" ]; then

export JAVA OPTS="$JAVA OPTS -javaagent:/opt/egurkha/lib/btm/eg btm.jar -DEG_PROPS
HOME=/opt/egurkha/lib/btm/Tomcat 8080

fi

14
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10.

11.
12.

Pt b g e S e G e o e e i e G (] e e e
done

# Get standard environment variables
PREDIR="dirnams “§FRG""

# Only set CATALINA HOME if not already set
[ =z "SCATALINAR HOME®™ ]| && CATRLINR HOME="cd “§FRGDIR/.." >/dev/oull; pwd”

# Copy CATALINA BASE from CATALINA_BEOME if not already set
[ -z "SCATALINA_BREE® ] ss CATRLINR_BASE="SCATALINR_HOME®
# Enaure that any user defined CIASSPATH wvariablea are not used on SCarcup,

# but allow them to be specified in secenv.sh, in rare case when it is needed.

CLRESFRTH=

if [ -r "#CATALINR BASE/bin/aetenv.sh™ ]; then
« "SCATALINA_BASE/bin/setenv.sh”

elif [ -r "$CATALINA HOME/bin/setenv.sh™ ]; then
« "RCATALINA HOME/bin/setenv.sh"
£

4
, BOME™ | && JAVA_HOME=cygpath --umix ~¢
[ -= B ] && JRE_HOME="eygpath ——unisx ™ BOME ™ *
[ -n TALINA_HOME" ]| ss CATALINA_HOME="cygpath nix "SCRTALINA HOME™®
[ =n "SCATALIMA BASE™ | s& CATALINA BASE="cygpath =--unix "SCRTALINA BASE""
[ =n =$CLASSEATH" | && CLASSPATH= cygpath --path --unix “§CLASSBATH""
£
# For 05400
i1f §03400; then
# Set jeb priority te standard for inceractive (interactive - &) by using
# the interactive priority - 6, the helper threads thet respond to requests
T 4 i1l he ronning ar the =ame nrinrits as interacrive inhe

Figure 1.3: Editing the start-up script of a Tomcat server on Linux to BTM-enable the server

In Unix environments, if the eG agent is deployed on the same host as the Tomcat server, then both the
agent and the server will be running using different user privileges. In this situation, by default, the
eG BTM logs will not be created. In order to create the same, insert the following entry after the -DEG _
PROPS_HOME specification and before the closing quotes .

-DEG_LOG_HOME=<LogFile Path>

For instance, if the .props files have been copied to the /opt/egurkhallib/btm/Tomcat_8080 directory,
and the BTM log files also need to be created in the same directory, then your complete specification will
be as follows:

AE [ WELY = YggareV =e YELY = Yeua' g them

export JAVA OPTS="$JAVA OPTS -javaagent:/opt/egurkha/lib/btm/eg btm.jar -DEG_PROPS
HOME=/opt/egurkha/lib/btm/Tomcat 8080 -DEG LOG HOME=/opt/egurkha/lib/btm/Tomcat 8080

fi

Finally, save the file and restart the Tomcat server.

Where multiple Tomcat server instances on a host are to be monitored, repeat steps 7 to 11 for each of
the serverinstances.
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1.3.2.2 Agentless Approach to Deploying eG BTM on an Apache Tomcat Server

If an Apache Tomcat Server is running on Windows, and the eG agent monitoring the server has been
deployed on a remote host in the environment, then follow the steps below to BTM-enable that Tomcat server:

1.

Manage the Apache Tomcat server as a separate component using the eG administrative interface.
When managing, make a note of the Nick name and Port number that you provide.

If multiple Tomcat instances are operating on a single node, and you want to monitor each of those
instances, then you will have to manage each instance as a separate Apache Tomcat server using the
eG administrative interface. When doing so, make a note of the Nick name and Port number using
which you managed each instance.

In the <EG_AGENT_INSTALL_DIR>\lib\btm directory (on Windows; on Unix, this will be the
/opt/egurkhallib/btm directory) on the eG agent host, you will find the following files:

- eg_btm.jar

« btmLogging.props

« btmOther.props

« exclude.props

Next, log into the Tomcat server that is being monitored.

Create a new directory named, say btm, in any location on that server.

Under this directory, create a sub-directory. Take care to name this directory in the following format:
<Managed _Component_ NickName>_<Managed Component_Port>. For instance, if you have
managed the Tomcat server using the nick name tomcat1 and the port number 8080, the sub-directory
should be named as tomcat1_8080.

If you have managed multiple instances of the Tomcat server, then you will have to create multiple sub-
directories - one each for every instance. Each of these sub-directories should be named after the Nick
name and port number using which the corresponding instance has been managed in eG.

Once the new sub-directory is created, copy all the files from the btm directory of the remote agent to
the sub-directory on the Tomcat server. Where multiple sub-directories have been created, you will have
to copy the files to each of those directories.

Next, edit the btmOther.props file. You will find the following lines in the file:

# Below property is BTM Server Socket Port, through which eG Agent Communicates
# Restart is required, if any changes in this property

# Default port is "13931"

BTM Port=13931

16
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10.

1.
12.

13.

#

By default, theBTM_Port parameter is set to 13931. If you want to enable eG BTM on a different port,
then specify the same here. In this case, when configuring the Java Business Transactions test or the
Key Java Business Transactions test for the Tomcat server, make sure you configure the BTM PORT
parameter of the test with this port number.

Also, against the Designated_Agent parameter, specify the IP address of the eG agent which will poll
the eG BTM for metrics. If no IP address is provided here, then the eG BTM will treat the host from
which the very first 'measure request' comes in as the Designated_Agent.

# Below property is used to specify IP address of eG Agent which collectes BTM Data.

# Default is None

Designated Agent=

#

Note:

In case a specific Designated_Agent is not provided, and the eG BTM treats the host from which the
very first 'measure request' comes in as the Designated_Agent, then if such a Designated_Agent is
stopped or uninstalled for any reason, the eG BTM will wait for a maximum of 10 measure periods for
that 'deemed' Designated_Agent to request for metrics. If no requests come in for 10 consecutive
measure periods, then the eG BTM will begin responding to 'measure requests' coming in from any other
eG agent.

Finally, save the btmOther.props file.

Then,proceed to configure the Tomcat server with the path to the eg_btm.jar and .props files. This can
be done, in one of the following ways:

« Through the Tomcat control panel;

« Through the Tomcat start-up script

To use the control panel, do the following:

« First, open the Tomcat Control Panel.

17
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14.
15.

16.
17.
18.

General | Log On | Loggng | Java | Startup | Shuidown

] Use defauit
Java Yirtual Machine:
C: ik Fijrebinmarver jvm, di
Java Classpath:
C:\Program Fles (x56) \Apache Software Foundation\Temcat 7.0_Temcat
Java Opbons:

X PermSize =255M
“avaagent=E: \bim\tomaoat1_8080%g_bim,jar
l-DEE_FRDPS_HDHE:E:WhﬁWnuﬂ_B:IB:I

[niial memory pool: 1024

Mamamum memary pool: | 1024
Thread stadk sire:

Figure 1.4: BTM-enabling the Tomcat server on Windows in an agentless manner
Select the Java tab page in Figure 1.4 above.

Add the following entry to the Java Options section of Figure 1.4:

-javaagent:<<PATH OF THE LOCAL FOLDER CONTAINING THE eg btm.jar FILE>>

-DEG PROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>

For instance, if the jar file and .props files had been copied to the E:\btm\tomcat1_8080 directory, the
above specification will be:

-javaagent:E:\btm\tomcatl 8080\eg btm.jar

-DEG_PROPS HOME=E:\btm\tomcatl 8080

Click the Apply and OK buttons in 1.3.2.

Restart the Tomcat service.

On the other hand, if you want to configure using the Tomcat start-up script, follow the steps below:
« Open the catalina.bat file from the <TOMCAT_HOME> directory on the Tomcat server.

« Insert the lines of code indicated by Figure 1.5 above to BTM-enable the Tomcat server.

18



Introduction

barch  Document  Project Tools Browser ZC Window Help
Vol ld a0 x| | £ 8 5 4| Ad e w il v | D@ @ B 12
fe==tmmmlmmmdm g e m e m §ummmbmmmm fmm e G b = e b B b G e e e

if not “SCATALINA_TMPDIRI™ == =" goto gotImpdir
g2t "CATALINA THMPDIR=%CATALINA BASEY‘\Cemp"
:gocTmpdir

rem Add tomcat-juli.jar to classpath

rem tomcat-juli.jar can be over-riddsn per instance

if mot exist "$CATALINA_BASER\bin\tomcat-juli.jar® goto juliClasspachAoms
et "CLASSPATH=%CLASSPATHY;ICATALINA BASE%\bin\comcact-jull.jar™

goto juliClasspathDons

sjuliClasaspathiome

set "CLASSPATH=%CLASSPATHY;ICATALINA HOME%\bin\comcact-jull.jar™
sjuliClasspathlone

if not “$LOGEING_CONFIGE™ == "7 goto noJuliConfig

get LOGGING_COWEIG=-Dnop

if not exist "$CATALINA_BASEY\cecnf\logging.properties”™ goto moduliConfig

set LOGGING_CONWFIG=-Djava.util.logging.config.file="%CATALINA BASE}\conf\logging.properties”
snoduliConfig

get "JAVA OPTS=tJAVA OPFTS% TLOGEING CONFIGE™

| L3 get "JAVA OFTS=%JAVIA OPTS% -—javaagent:E:\brm\comcacl E0EBQ\eg btm.jar -DEG PROPS HOME:E:\btm\tomcacl EQE0"

if not “$LOGGING_MANAGERY™ == =" goto noJuliManager

set LOGGING_MANAGER=-Djava.util.logging.manager=org.apache.juli.ClassloaderLogManager
tnoJuliManager

et "JAVA_OFTIS=%JAVA_OPTS5% ILOGGING_MAMNAGERT"

R Execure The Requeared COMMERE ——-—-————mmmmmmm oo m oo e

echo Using CATALINA_BRASE: "%CATALINA BASER™
echo Using CATALINA_HOME: "%CATALINA HOMER™
echo Using CATALINA_TMPDIR: "3%CATALINA TMPDIRE™
if ""%1"" = ""debug~" goto use_jdk

echo Using JRE_HOME: "$JRE_HOMEL™
goto java_dir displayed
tuse jdk

] <

Figure 1.5: Editing the catalina.bat file of a Tomcat server on Windows that is monitored in an agentless
manner

« Save the file and restart the Tomcat server.

19. Where multiple Tomcat server instances on a host are to be monitored, repeat steps 9 to 18 for each of
the server instances.

If an Apache Tomcat Server is running on Unix, and the eG agent monitoring the server has been deployed on
aremote host in the environment, then follow the steps below to BTM-enable that Tomcat server:

1. Manage the Apache Tomcat server using the eG administrative interface. When managing, make a note
of the Nick name and Port number that you provide.

2. If multiple Tomcat server instances are operating on a single host, and you want to BTM-enable all the
instances, then you will have to manage each instance as a separate Apache Tomcat server using the
eG administrative interface. When doing so, make a note of the Nick name and Port number using
which you managed each instance.

3. In the <EG_AGENT_INSTALL_DIR>\lib\btm directory (on Windows; on Unix, this will be the
lopt/egurkhallib/btm directory) on the eG agent host, you will find the following files:

« eg_btm.jar

« btmLogging.props
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10.

« btmOther.props

« exclude.props

Next, log into the Tomcat server that is being monitored.

Create a new directory named, say btm, in any location on that server.

Under this directory, create a sub-directory. Take care to name this directory in the following format:
<Managed Component_ NickName>_<Managed Component_Port>. For instance, if you have
managed the Tomcat server using the nick name Tomcat and the port number 8080, the sub-directory
should be named as Tomcat_8080.

If you have managed multiple instances of the Tomcat server, then you will have to create multiple sub-
directories - one each for every instance. Each of these sub-directories should be named after the Nick
name and port number using which the corresponding instance has been managed in eG.

Once the new sub-directory is created, copy all the files from the btm directory of the remote agent to
the sub-directory on the Tomcat server. Where multiple sub-directories have been created, you will have
to copy the files to each of those directories.

Next, edit the btmOther.props file. You will find the following lines in the file:

# Below property is BTM Server Socket Port, through which eG Agent Communicates
# Restart is required, if any changes in this property

# Default port is "13931"

BTM Port=13931
#

By default, theBTM_Port parameter is set to 13931. If you want to enable eG BTM on a different port,
then specify the same here. In this case, when configuring the Java Business Transactions test or the
Key Java Business Transactions test for the Tomcat server, make sure you configure the BTM PORT
parameter of the test with this port number.

Also, against the Designated_Agent parameter, specify the IP address of the eG agent which will poll
the eG BTM for metrics. If no IP address is provided here, then the eG BTM will treat the host from
which the very first 'measure request' comes in as the Designated_Agent.

# Below property is used to specify IP address of eG Agent which collectes BTM Data.

# Default is None
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11.
12.

13.

Designated Agent=

#

Note:

In case a specific Designated_Agent is not provided, and the eG BTM treats the host from which the
very first 'measure request' comes in as the Designated_Agent, then if such a Designated_Agent is
stopped or uninstalled for any reason, the eG BTM will wait for a maximum of 10 measure periods for
that 'deemed' Designated_Agent to request for metrics. If no requests come in for 10 consecutive
measure periods, then the eG BTM will begin responding to 'measure requests' coming in from any other
eG agent.

Finally, save the btmOther.props file.

Then, proceed to configure the Tomcat server with the path to the eg_btm.jar and .props files. For this,
you need to edit the start-up script of Tomcat. The first step to achieving that is to open the start-up
script file.

Insert the following lines in the file, as depicted by Figure 1.6.

if [ "$1" = "start" -o "$1" = "run" ]; then

export JAVA OPTS="SJAVA OPTS - javaagent:<<PATH TO THE eg btm.jar>> -DEG PROPS
HOME=<<PATH TO THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>"

fi

For instance, if the eg_btm.jar and .props files were copied to the /opt/btm/Tomcat_8080 directory on
the Tomcat server, then your specification will be as follows:

if [ "$1" = "start" -o "$1"™ = "run" ]; then

export JAVA OPTS="SJAVA OPTS -javaagent:/opt/btm/Tomcat 8080/eg btm.jar -DEG PROPS
HOME=/opt/btm/Tomcat 8080"

fi
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|-—l-+—---‘.---—+--—-2-—--+——--3—--—+--——l:--—-+-—--5—---1---—6--—-+-——-'J——--+—---5---—+--—-9-—--+—---|f
done

# G2t atandard environment variables
FREDIR="dirnams "“§FHG"™"

+ Only et CATALINA BOME 1if not already Bet
[ —= "fCATALIHA BOME™ ] &t CATALIMA HOME="cd “§PREDIR/.." >/dev/null; pwd"

# Copy CATALINA BASE from CATALIMA HOME if not already set
[ =z "FCATALINA BASE™ ] && CAIALINA BASE=-"SCATALINA HOME"

¥ Ensure thac any user defined CLASIPATH varisbles are not used on sStartup,
§ but allow them to be specified in setenv.sh, in rare case when it iz needed.
CLASSFATH=

if [ -r "§CRTALINA_BASE/bin/setenv.sh”™ ]; then
. "SCATALINA_BASE/bin/setenv.sh®

elif | =r "§CATALINA HOME bin/aseteov.sh® |:; then
. "ECATALIHA_HOME/bin/setenwv.sh™

f [ "$1® = "start® -o "f1"® = "run® ]:; then

¢ For Cygwin, enzure paths are in UNIX format before anything is touched
if fcygwin: then
[ -8 "$JAVA_HOME" | && JRVA_HOME="cygpath ——unix "$JAVA_BOME™
[ -n "¢JRE_HOME® ] & JRE_ROME='cygpath ——unix "&JRE_HOME""
[ =n "GCATALINA HOME® | & CATALINA HOME-"cygpath --unix “SCATALINA HOME="
[ =n "fCRTALINAR BASE"™ ]| && CATALINR BASE="cygpath --unix “SCATALINA BASE™"

Figure 1.6: Editing the start-up script to BTM-enable a Tomcat server on Linux in an agentless manner
14. Finally, save the file and restart the Tomcat server.

15. Where multiple Tomcat server instances on a host are to be monitored, repeat steps 9 to 14 for each of
the serverinstances.

1.3.3 Installing eG BTM on an IBM WebSphere

The steps for BTM-enabling an IBM WebSphere server will differ based on where the eG agent monitoring that
WebSphere server has been deployed - whether on the WebSphere server, or on a remote host.

1.3.3.1 Agent-based Approach to BTM-Enabling IBM WebSphere

If an IBM WebSphere server is running on Windows, and the eG agent monitoring the server has been
deployed on that server itself, then follow the steps below to BTM-enable that WebSphere server:

1. Manage the WebSphere server using the eG administrative interface. When managing, make a note of
the Nick name and Port number that you provide.

2. If multiple WebSphere server instances are operating on a single host, and you want to BTM-enable all
the instances, then you will have to manage each instance as a separate WebSphere server using the
eG administrative interface. When doing so, make a note of the Nick name and Port number using
which you managed each instance.

3. Inthe <EG_AGENT_INSTALL_DIR>\lib\btm directory, you will find the following files:
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« eg_btm.jar

« btmLogging.props
« btmOther.props

« exclude.props

4. Next, create a new directory under the <EG_AGENT_INSTALL_DIR>\lib\btm. Take care to name this
directory in the following format: <Managed_Component_NickName>_<Managed Component_Port>.
For instance, if you have managed the WebSphere server using the nick name Websphere1 and the port
number 9080, the new directory under the btm directory should be named as Websphere1_9080.

5. If you have managed multiple WebSphere server instances running on a single host, then you will have
to create multiple sub-directories under the btm directory- one each for every instance. Each of these
sub-directories should be named after the Nick name and Port number using which the corresponding
instance has been managed in eG.

6. Once the new directory is created, copy the following files from the btm directory to the new directory. If
multiple directories have been created as described in step 5 above, then the following files should be
copied to all directories:

« btmLogging.props
« btmOther.props
« exclude.props

7. Next, edit the btmOther.props file. You will find the following lines in the file:

# Below property is BTM Server Socket Port, through which eG Agent Communicates
# Restart is required, if any changes in this property

# Default port is "13931"

BTM Port=13931
#

By default, theBTMPort parameter is set to 13931. If you want to enable eG BTM on a different port,
then specify the same here. In this case, when configuring the Java Business Transactions test or the
Key Java Business Transactions test for the WebSphere server, make sure you configure the BTM
port parameter of the test with this port number.

Also, against the Designated_Agent parameter, specify the IP address of the eG agent which will poll
the eG BTM for metrics. If no IP address is provided here, then the eG BTM will treat the host from
which the very first 'measure request' comes in as the Designated_Agent.
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# Below property is used to specify IP address of eG Agent which collectes BTM Data.

# Default is None

Designated Agent=

#

Note:

In case a specific Designated_Agent is not provided, and the eG BTM treats the host from which the
very first 'measure request' comes in as the Designated_Agent, then if such a Designated_Agent is
stopped or uninstalled for any reason, the eG BTM will wait for a maximum of 10 measure periods for
that 'deemed' Designated_Agent to request for metrics. If no requests come in for 10 consecutive
measure periods, then the eG BTM will begin responding to 'measure requests' coming in from any other
eG agent.

8. Then, you need to configure the WebSphere server with the path to the eg_btm.jar and .props files. For
this, first login to the WebSphere administration console. When Figure 1.7 appears, click on the
WebSphere Application Server link in the right panel.

WebiSphers. [ 11|

Views: Al tasks

About this Integrated Solutions Consale — [

H Guided Actiities

Intagrated Soluticnz Consale, =
B.5.5.0

Bulld Numbsr: gm1215.01

Build Date: 5/14/13

Integrated Solutions Console provides a common administrative console for multiple products. The table lists the product suites that
~| Servers can be administered through this installation. Select a product swite to view maore information.

= Serwer Types
WabSghers apglicatian servers Suite Name Verslen e -

5.5.5.0 LICENSED MATERIALS PROPERTY

; OF 18M

wabSphers MQ servers

web servers
+l Applications
H Services
5| Resources
& Seoury
i Envirenment
tH Syitem administmtion
# Users and Groups
& Menitaring and Tuning
 Troubleshosting
4] Sarvics tagrazen

H UoDT

Figure 1.7: The WebSphere Administration console

9. This will invoke Figure 1.8. In the right panel of Figure 1.8, click on the link representing the WebSphere
server instance that you want to BTM-enable.
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WebSphere.

Wiews | Al tasks v

| Application servers.
wekame
Application servers
) Guided Actiities e
the status of a specific application server

= Server Tyoes [# Freferences

Usa this page to view a st of the application servers in your anviranmant and the status of each of thess servers. You can also use this page to changs
= Sarvars

webSphere applcation servers

Host Mame & Version 2 |

Fiekd help

For fisld halp informaticn,
select 3 field label cr list
marker when the help cursor is
displayed.

Pags help

More infarmation about this
=

Command Assistance

WabSphers MQ ssrvars &5
bt Name & Node 2
@ Appications You can administer the follewing resources:
@ Seve sarvery #GDPLISNode01
® Bassurcas Total 1 :
@ Security .

(3] Environmant
[ System sdminstration
[ Users and Groups

& Monkering and Tuning
@ Troubleshooting

3 Service integration

@ UDDI

| G0P136. Mas sGinnovations.com | WD £.5.5.0 1

Vi ¢ scripting
‘cammand for last action

Figure 1.8: Clicking on the WebSphere server instance to be BTM-enabled

10. Figure 1.9 will then appear.

| WebSghere.

I e— —
| View: [Mitasks ¥ |
|Application servers
wekome
Application servers > servarl
7 Guided Activities
=) Servers:
R nfiguration
5 Server Types untime | | Configuratio

Use this page to configure an apglication server An application server is a server that provides services required to run enterprise applications.

Clese page

Fiald help

For fiald halp information,
select a field label or list
marker whan the help cursor
iz dizplayed.

webSphere application servers
iebSphere M servers
iab servers

General
(4 Applcations Name
@ Service [servena ]
3] Pasources Tode name
[ Security [eaDP136Noden1 ]
(#/ Environmant

) Run in development mode
(3 System adminiztration
# Parallel start
&) Users and Groups el s
[® Monitering and Tuning | Start components as needed

(# Troubleshooting Access to Intemal server classes

[+ UDD! Server-specific Application Settings

Classioader rlucv

Class loading mode

(% Service intagration

| Classes loaded with parent class loader first

| appy || 0K | Reset || Cancel

Container Settings

Page help
More information about this
Eags

Seszion management

@ SIP Contsiner Settings
@ Web Container Settings
B Portlet Container Settings
@ E)B Container Settings

® Container Services

B Businecs Brocess Sarvicas

Server

Messaging sngines
[ i ing ink [t

Sphers MO link i N

SIB service

Server Infrastructure

@ Java and Process Management
@ Administration

Java SDKg

Communications

Figure 1.9: The Configuration tab page of the WebSphere server instance to be BTM-enabled

11. Keep scrolling down the right panel of Figure 1.10 until you find the Server Infrastructure section.
Expand the Java and Process Management node in that section, and click on the Process definition

link within.
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WetSphere.

B POILGL CONGaIner Setungs

Vieve: | All tazkz v = Run in development mode [ EJB Container Settings

Welkcome ¥ parallel start

@ Guided Activisies

Field help
For field help information,
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@ Ports
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Figure 1.10: Selecting the Process definition option from Java and Process Management tree

12. Figure 1.11 will then appear. From the Additional Properties section, select Java Virtual Machines.

WebSphers

Close page

View: | Al tazks B |
[Application servers d H T

Field help

Application servers > serverl > Proce:
ss definition. For field help information,
izt

Use this page te cenfigure a process definition. A process definitien defines the command line Infarmation necessary to start or initialize a process. select a field label or
marker when the help eurser
Configuration is displayed.

Page help

Mors information about this
N Eage
Canaral Propartios Additional Properties

Executable name

Exscutable argumants

H Envirgnment
) Eysvam admiiztmazon

Start command

[ Users and Groups.

Mamitaring and Tun
c Bl =y Start command srguments

& Traubkshooting
) Service incegration
E v
Stop command
Stop command arguments
4

Working directory
[4{USER_INSTALL_ROOT}

Exscutsble target bype

Figure 1.11: Configuring the Process definition

13. When Figure 1.12 appears, scroll down its right panel until the Generic JVM Arguments text box
comes into view.
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Apoly | OK | [ Reset | [ Cancel

Figure 1.12: Configuring the JVM arguments
14. Here, specify the following:

-javaagent :<EG AGENT INSTALL DIR>\lib\btm\eg btm.jar

-DEG PROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>

For instance, if the .props files had been copied to the <EG_ AGENT_ INSTALL_
DIR>\lib\btm\Websphere1_9080 directory, the above specification will be:

-javaagent :<EG_AGENT INSTALL DIR>\1lib\btm\eg btm.jar

-DEG_PROPS HOME=<EG AGENT INSTALL DIR>\lib\btm\Webspherel 9080

15. Save the changes and restart the WebSphere server.

If an IBM WebSphere server is running on Unix, and the eG agent monitoring the server has been deployed on
that server itself, then follow the steps below to BTM-enable that WebSphere server:

1. Follow the steps 1-13 above. When doing so, note that the eg_btm.jar and the .props files will be
available in the /opt/egurkhallib/btm directory on the Unix host.

2. Inthe Generic JVM Arguments text box mentioned in step 13 (see Figure 1.12), specify the following:

-javaagent:<<PATH TO THE eg btm.jar FILE>>

-DEG PROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>

For instance, if the .props files had been copied to the opt/egurkhal/lib/btm/Websphere1_9080
directory, the above specification will be:

-javaagent:opt/egurkha/lib/btm/eg btm.jar
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4.

-DEG_PROPS_HOME=opt/egurkha/lib/btm/WebSpherel 9080

In Unix environments, if the eG agent is deployed on the same host as the WebSphere server, then both
the agent and the server will be running using different user privileges. In this situation, by default, the
eG BTM logs will not be created. In order to create the same, insert the following entry after the -DEG __
PROPS_HOME specification .

-DEG_LOG HOME=<LogFile Path>

For instance, if the .props files have been copied to the /opt/egurkha/lib/btm/Websphere1_9080
directory, and the BTM log files also need to be created in the same directory, then your complete
Generic JVM Arguments specification will be as follows:

-javaagent:opt/egurkha/lib/btm/eg btm.jar
-DEG PROPS HOME=opt/egurkha/lib/btm/WebSpherel 9080

-DEG_LOG_HOME=opt/egurkha/lib/btm/WebSpherel 9080

Save the file and restart the WebSphere server.

1.3.3.2 Agentless Approach to BTM-Enabling an IBM WebSphere server

If an IBM WebSphere server is running on Windows, and the eG agent monitoring the server has been
deployed on a remote host in the environment, then follow the steps below to BTM-enable that WebSphere
server:

1.

Manage the WebSphere server as a separate component using the eG administrative interface. When
managing, make a note of the Nick name and Port number that you provide.

If multiple WebSphere server instances are operating on a single node, and you want to monitor each of
those instances, then you will have to manage each instance as a separate WebSphere server using the
eG administrative interface. When doing so, make a note of the Nick name and Port number using
which you managed each instance.

In the <EG_AGENT_INSTALL_DIR> \lib\btm directory (on Windows; on Unix, this will be
/opt/egurkhallib/btm) of the eG agent host, you will find the following files:

- eg_btm.jar

« btmLogging.props

« btmOther.props

« exclude.props

Next, log into the WebSphere server that is being monitored.

Create a new directory named, say btm, in any location on that server.
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10.

Under this directory, create a sub-directory. Take care to name this directory in the following format:
<Managed _Component_ NickName>_<Managed Component_Port>. For instance, if you have
managed the WebSphere server using the nick name Websphere1 and the port number 9080, the sub-
directory should be named as Websphere1_9080.

If you have managed multiple instances of the WebSphere server, then you will have to create multiple
sub-directories - one each for every instance. Each of these sub-directories should be named after the
Nick name and port number using which the corresponding instance has been managed in eG.

Once the new sub-directory is created, copy all the files from the btm directory of the remote agent to
the sub-directory on the Websphere server. Where multiple sub-directories have been created, you will
have to copy the files to each of those directories.

Next, edit the btmOther.props file. You will find the following lines in the file:

# Below property is BTM Server Socket Port, through which eG Agent Communicates
# Restart is required, if any changes in this property

# Default port is "13931"

BTM Port=13931
#

By default, theBTM_Port parameter is set to 13931. If you want to enable eG BTM on a different port,
then specify the same here. In this case, when configuring the Java Business Transactions test or the
Key Java Business Transactions test for the WebSphere server, make sure you configure the BTM
PORT parameter of the test with this port number.

Also, against the Designated_Agent parameter, specify the IP address of the eG agent which will poll
the eG BTM for metrics. If no IP address is provided here, then the eG BTM will treat the host from
which the very first 'measure request' comes in as the Designated_Agent.

# Below property is used to specify IP address of eG Agent which collectes BTM Data.

# Default is None

Designated Agent=

#

Note:
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In case a specific Designated_Agent is not provided, and the eG BTM treats the host from which the
very first 'measure request' comes in as the Designated_Agent, then if such a Designated_Agent is
stopped or uninstalled for any reason, the eG BTM will wait for a maximum of 10 measure periods for
that 'deemed' Designated_Agent to request for metrics. If no requests come in for 10 consecutive
measure periods, then the eG BTM will begin responding to 'measure requests' coming in from any other
eG agent.

11. Finally, save the btmOther.props file.

12. Then, proceed to configure the WebSphere server with the path to the eg_btm.jar and .props files. To
achieve this, follow steps 8 - 13 detailed in Section 1.0.1.1 above. This will lead you to the Generic
JVM Arguments text box of Figure 1.12.

Field help

Verbese class loading
+) Guided Activties ¥ Verbose garbage collection For field help information,
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£l Troubleshosting
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Operating system nams
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Figure 1.13: Configuring the JVM arguments

13. Here, specify the following:

-javaagent :<<PATH OF THE LOCAL FOLDER CONTAINING THE eg btm.jar FILE>>

-DEG_PROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>

For instance, if the jar file and .props files had been copied to the E:\btmWebsphere1_9080 directory,
the above specification will be:

-javaagent:E:\btm\Webspherel 9080\eg btm.jar

-DEG_PROPS_HOME=E: \btm\Webspherel 9080

14. Finally, save the changes and restart the WebSphere server.
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If an IBM WebSphere server is running on Unix, and the eG agent monitoring the server has been deployed on
a remote host in the environment, then follow the steps below to BTM-enable that WebSphere server:

1.
2.

3.

Follow the steps 1-12 above.

In the Generic JVM Arguments text box mentioned in step 12, specify the following:

-javaagent:<<PATH TO THE eg btm.jar FILE>>

-DEG_PROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>

For instance, if the jar and .props files had been copied to the opt/btm/WebSphere1_9080 directory, the
above specification will be:

-javaagent:opt/btm/WebSpherel 9080/eg btm.jar
-DEG_PROPS_HOME=opt/btm/WebSpherel 9080

Save the changes and restart the WebSphere server.

1.3.4 Installing eG BTM on an Oracle WebLogic Server

The steps for BTM-enabling an Oracle WebLogic server will differ based on where the eG agent monitoring
that server has been deployed - whether on the WebLogic server, or on a remote host.

1.3.4.1 Agent-based Approach to BTM-Enabling Oracle WebLogic Server

If an Oracle WeblLogic server is running on Windows, and the eG agent monitoring the server has been
deployed on that server itself, then follow the steps below to BTM-enable that WebLogic server:

1.

Manage the WebLogic server using the eG administrative interface. When managing, make a note of the
Nick name and Port number that you provide.

If multiple WebLogic server instances are operating on a single host, and you want to BTM-enable all the
instances, then you will have to manage each instance as a separate Weblogic server using the eG
administrative interface. When doing so, make a note of the Nick name and Port number using which
you managed each instance.

Inthe <EG_AGENT_INSTALL_DIR>\lib\btm directory, you will find the following files:

« eg_btm.jar

« btmLogging.props
« btmOther.props

« exclude.props

Next, create a new directory under the <EG_AGENT_INSTALL_DIR>\lib\btm. Take care to name this
directory in the following format: <Managed_Component_NickName>_<Managed Component_Port>.
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For instance, if you have managed the WebLogic server using the nick name WebLogic1 and the port
number 9080, the new directory under the btm directory should be named as WebLogic1_9080.

5. If you have managed multiple WebLogic server instances running on a single host, then you will have to
create multiple sub-directories under the btm directory- one each for every instance. Each of these sub-
directories should be named after the Nick name and Port number using which the corresponding
instance has been managed in eG.

6. Once the new directory is created, copy the following files from the btm directory to the new directory. If
multiple directories have been created as described in step 5 above, then the following files should be
copied to all directories:

« btmLogging.props
« btmOther.props
« exclude.props

7. Next, edit the btmOther.props file. You will find the following lines in the file:

# Below property is BTM Server Socket Port, through which eG Agent Communicates
# Restart is required, if any changes in this property

# Default port is "13931"

BTM Port=13931
#

By default, theBTMPort parameter is set to 13931. If you want to enable eG BTM on a different port,
then specify the same here. In this case, when configuring the Java Business Transactions test or the
Key Java Business Transactions test for the WeblLogic server, make sure you configure the BTM port
parameter of the test with this port number.

Also, against the Designated_Agent parameter, specify the IP address of the eG agent which will poll

the eG BTM for metrics. If no IP address is provided here, then the eG BTM will treat the host from
which the very first 'measure request' comes in as the Designated_Agent.

# Below property is used to specify IP address of eG Agent which collectes BTM Data.

# Default is None

Designated Agent=
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Note:

In case a specific Designated_Agent is not provided, and the eG BTM treats the host from which the
very first 'measure request' comes in as the Designated_Agent, then if such a Designated_Agent is
stopped or uninstalled for any reason, the eG BTM will wait for a maximum of 10 measure periods for
that 'deemed' Designated_Agent to request for metrics. If no requests come in for 10 consecutive
measure periods, then the eG BTM will begin responding to 'measure requests' coming in from any other
eG agent.

Then, you need to configure the WebLogic server with the path to the eg_btm.jar and .props files. To
achieve this, you can use one of the following two ways:

« If youwant to BTM-enable a single WebLogic server instance, then use the WebLogic Administration
console for this purpose.

« If you want to BTM-enable the Admin server of a WebLogic cluster, then use the start-up script of the
Admin server for this purpose

To use the WebLogic Administration console, first login to the console. Then, follow the steps detailed

below:

« When Figure 1.14 appears, click on the Servers link in the right panel.
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Figure 1.14: Clicking on the Servers link
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« Figure 1.15 will then appear.
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Figure 1.15: Clicking on the server instance to be BTM-enabled

« Figure 1.16 will then appear.
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Figure 1.16: Viewing the configuration of the chosen server instance

« Keep scrolling down the right panel of Figure 1.16 until the Arguments text box comes into view (see
Figure 1.17).
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Figure 1.17: Configuring the JVM arguments
« Inthe Arguments text box, specify the following lines:
-javaagent :<EG_AGENT INSTALL DIR>\1lib\btm\eg btm.jar

-DEG_PROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>

For instance, if the .props files had been copied to the <EG_ AGENT_ INSTALL_
DIR>\lib\btm\weblogic1_7001 directory, the above specification will be:

-javaagent :<EG_AGENT_INSTALL DIR>\lib\btm\eg btm.jar
-DEG_PROPS HOME=<EG AGENT INSTALL DIR>\lib\btm\weblogic 7001
« Finally, save the changes and restart the WeblLogic server.

10. To edit the start-up script of the Admin server of the WebLogic cluster, then follow the steps below:

« Login to the Admin server, open the start-up script, and insert the following lines init:

set EG_JAVA OPTIONS ADMIN SERVER="-javaagent:<EG AGENT INSTALL DIR>\lib\btm\eg
btm.jar -DEG PROPS HOME=<<PATH TO THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>"

if "$SERVER NAMES$"=="AdminServer" (
set EG_JAVA OPTIONS=%EG JAVA OPTIONS ADMIN SERVER$
)

set JAVA OPTIONS=%JAVA OPTIONS% %$JAVA PROPERTIESS -
Dwlw.iterativeDev=%iterativeDevFlag% -Dwlw.testConsole=%testConsoleFlag% -

Dwlw.logErrorsToConsole=%logErrorsToConsoleFlags %EG JAVA OPTIONS%
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For instance, if the .props files had been copied to the C:\eGurkha\lib\btm\WebLogic_7001
directory, the above specification will be:

set EG_JAVA OPTIONS ADMIN SERVER="-javaagent:c:\eGurkha\lib\btm\eg btm.jar -DEG
PROPS_HOME=c: \eGurkha\lib\btm\WebLogic 7001"

if "$SERVER NAMES$"=="AdminServer" (
set EG_JAVA OPTIONS=%EG JAVA OPTIONS ADMIN SERVER$
)

set JAVA OPTIONS=%JAVA OPTIONS% %JAVA PROPERTIESS -
Dwlw.iterativeDev=%iterativeDevFlag% -Dwlw.testConsole=%testConsoleFlag% -

Dwlw.logErrorsToConsole=%logErrorsToConsoleFlags %EG JAVA OPTIONS%

get FOST_CLASSPATH-RAROIAY\xgrl.jar

@REM PROFILING SUPBOAT
==t JAVA_FROFILE=

8et SEEVER CLASS=weblogic.Server

==t JAVA_FPROPERTIES=RJAVA_FROPERTIES% RWLP_JAVA_FROPERTIESR

£ “3SERVEE_NAMEY~=="RdminServer® |
get EG JAVA OFTIONS=iEG JAVA OFTIONS AOMIN SERVERY

¥ t JAVA OFTIONS=%JAVA_OFTIONS® WJAVA FROPERIIESY -Dwlw.iterativeDev=iiterativeDevFlaghk -Dwlw.testConsole=ktescConsoleFlagh
Dwlw. logErrersloConsole=tlogErroraloConaoleFla

if “WFRODUCTION MODEA"=="true™ {
set JAVA_OPTIONS= -Dweblogic.ProductisnModeEnabledetrue $JAVA_OPTIONS®
)

@REM -- Setup properties so that we can save stdout and stderr to files

if HOT "%WL3 STDOUT_LOGR"=="" |

eche Logging WLS stdout to WLS_STDOUT_LOGY

set JAVA OFTIONS=-RJAVR OFTIONSY -Dweblogic.Stdout=-WLS STDOUT_LOGH
)

if MOT “SWLS_STDERR_LOGR"=="" |
echo Logging WLS atderr to %WLS STDERR_LOGR
get JAVA_OFTIONS=%JAVR_OFTIONS: -Dweblogic.Stderr=%WLS_SIDERR_LOGY

Figure 1.18: Editing the start-up script of the WebLogic Admin server on Windows that is monitored in an
agent-based manner

« Finally, save the file and restart the Admin server.

If an Oracle WebLogic server is running on Unix, and the eG agent monitoring the server has been deployed
on that server itself, then follow the steps below to BTM-enable that WebSphere server:

1. If you want to BTM-enable a single WebLogic server instance, then first, follow the steps 1-9 above,
until the Arguments text box comes into view. When doing so, note that the eg_btm.jar and the .props
files will be available in the lopt/egurkhallib/btm directory on the Unix host.

2. Inthe Arguments text box mentioned in step 9 (see Figure 1.17), specify the following:
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-javaagent :<<PATH TO THE eg btm.jar FILE>>

-DEG PROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>

For instance, if the .props files had been copied to the opt/egurkhallib/btm/WebLogic_7001 directory,
the above specification will be:

-javaagent:opt/egurkha/lib/btm/eg btm.jar
-DEG_PROPS HOME=opt/egurkha/lib/btm/WebLogic 7001

3. In Unix environments, if the eG agent is deployed on the same host as the WebLogic server, then both
the agent and the server will be running using different user privileges. In this situation, by default, the
eG BTM logs will not be created. In order to create the same, insert the following entry after the -DEG __
PROPS_HOME specification .

-DEG_LOG HOME=<LogFile Path>

For instance, if the .props files have been copied to the /opt/egurkha/lib/btm/WebLogic1_9080
directory, and the BTM log files also need to be created in the same directory, then your complete
Arguments specification will be as follows:

-DEG_PROPS HOME=opt/egurkha/lib/btm/WebLogic 7001
-javaagent:opt/egurkha/lib/btm/eg btm.jar
-DEG_LOG HOME=opt/egurkha/lib/btm/WebLogic 7001

4. Save the changes and then restart the WebLogic server instance.

5. On the other hand, if you want to BTM-enable an Admin server (of a WebLogic cluster) on Unix, then
follow steps 1-7 above. Then, jump to step 10. As instructed by step 10, edit the start-up script of the
Admin server, and insert the following lines in it:

EG_JAVA OPTIONS_ ADMIN SERVER="-javaagent:/opt/egurkha/lib/btm/eg btm.jar -DEG_PROPS_
HOME=<<PATH TO THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>"

if [ "${SERVER NAME}" = "AdminServer" ] ; then
EG_JAVA_OPTIONS:"${EG_JAVA_OPTIONS_ADMIN_SERVER}"
fi

SAVE JAVA OPTIONS="S${JAVA OPTIONS} ${EG JAVA OPTIONS}"

For instance, if the .props files have been copied to the /opt/egurkhal/lib/btm/WebLogic_7001
directory on the Unix host, then your specification will be:

37



Introduction

EG_JAVA OPTIONS ADMIN SERVER="-javaagent:/opt/egurkha/lib/btm/eg btm.jar -DEG_PROPS
HOME=/opt/egurkha/lib/btm/WebLogic 7001"

if [ "S${SERVER NAME}" = "AdminServer" ] ; then

EG _JAVA OPTIONS="${EG JAVA OPTIONS ADMIN SERVER}"

fi

SAVE JAVA OPTIONS="S${JAVA OPTIONS} ${EG JAVA OPTIONS}"

6. Here again, to create the log files, insert the following entry after the -DEG_PROPS_HOME
specification and before the closing quotes.

-DEG_LOG HOME=<LogFile Path>

For instance, if the .props files have been copied to the /opt/egurkhal/lib/btm/WebLogic_7001
directory on the Admin server host and the log files also need to be created in the same directory, then
your specification will be:

EG _JAVA OPTIONS ADMIN SERVER="-javaagent:/opt/egurkha/lib/btm/eg btm.jar -DEG PROPS
HOME=/opt/egurkha/lib/btm/WebLogic 7001 -DEG LOG HOME=/opt/egurkha/lib/btm/WebLogic
7001"

if [ "${SERVER NAME}" = "AdminServer" ] ; then
EG_JAVA OPTIONS="S${EG JAVA OPTIONS ADMIN SERVER}"

fi

SAVE _JAVA OPTIONS="${JAVA OPTIONS} ${EG_JAVA OPTIONS}"

7. Finally, save the file and restart the WebLogic Admin server.

1.3.4.2 Agentless Approach to BTM-Enabling an Oracle WebLogic server

If an Oracle WebLogic server is running on Windows, and the eG agent monitoring the server has been
deployed on a remote host in the environment, then follow the steps below to BTM-enable that WeblLogic
server:

1. Manage the WebLogic server as a separate component using the eG administrative interface. When
managing, make a note of the Nick name and Port number that you provide.

2. If multiple WebLogic server instances are operating on a single node, and you want to monitor each of
those instances, then you will have to manage each instance as a separate WeblLogic server using the
eG administrative interface. When doing so, make a note of the Nick name and Port number using
which you managed each instance.

3. In the <EG_AGENT_INSTALL_DIR> \lib\btm directory (on Windows; on Unix, this will be
/opt/egurkhallib/btm) of the eG agent host, you will find the following files:
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10.

« eg_btm.jar

« btmLogging.props

« btmOther.props

« exclude.props

Next, log into the WebLogic server that is being monitored.

Create a new directory named, say btm, in any location on that server.

Under this directory, create a sub-directory. Take care to name this directory in the following format:
<Managed_ Component_ NickName>_ <Managed_ Component_ Port>. For instance, if you have
managed the WebLogic server using the nick name weblogic1 and the port number 7007, the sub-
directory should be named as weblogic_7001.

If you have managed multiple instances of the WebLogic server, then you will have to create multiple
sub-directories - one each for every instance. Each of these sub-directories should be named after the
Nick name and port number using which the corresponding instance has been managed in eG.

Once the new sub-directory is created, copy all the files from the btm directory of the remote agent to
the sub-directory on the WebLogic server. Where multiple sub-directories have been created, you will
have to copy the files to each of those directories.

Next, edit the btmOther.props file. You will find the following lines in the file:

# Below property is BTM Server Socket Port, through which eG Agent Communicates
# Restart is required, if any changes in this property

# Default port is "13931"

BTM Port=13931
#

By default, theBTM_Port parameter is set to 13931. If you want to enable eG BTM on a different port,
then specify the same here. In this case, when configuring the Java Business Transactions test or the
Key Java Business Transactions test for the WebLogic server, make sure you configure the BTM
PORT parameter of the test with this port number.

Also, against the Designated_Agent parameter, specify the IP address of the eG agent which will poll
the eG BTM for metrics. If no IP address is provided here, then the eG BTM will treat the host from
which the very first 'measure request' comes in as the Designated_Agent.

# Below property is used to specify IP address of eG Agent which collectes BTM Data.

# Default is None
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11.
12.

13.

Designated Agent=

#

Note:

In case a specific Designated_Agent is not provided, and the eG BTM treats the host from which the
very first 'measure request' comes in as the Designated_Agent, then if such a Designated_Agent is
stopped or uninstalled for any reason, the eG BTM will wait for a maximum of 10 measure periods for
that 'deemed' Designated_Agent to request for metrics. If no requests come in for 10 consecutive
measure periods, then the eG BTM will begin responding to 'measure requests' coming in from any other
eG agent.

Finally, save the btmOther.props file.

Then, proceed to configure the WebLogic server with the path to the eg_btm.jar and .props files. To
achieve this, you can use one of the following two ways:

« If youwant to BTM-enable a single WebLogic server instance, then use the WebLogic Administration
console for this purpose.

« If you want to BTM-enable the Admin server of a WebLogic cluster, then use the start-up script of the
Admin server for this purpose

To use the WeblLogic Administration console, first login to the console. Then, follow the steps detailed in
step 9 of the previous section, until you get to the step where the Arguments text box comes into view.
Here, provide the entry depicted by Figure 1.19 below.

How do L.

System Status

Health of Running Servers

I Failed (0]

Security Palicy File:

User Name:

Passward:

Confirm Password:

Figure 1.19: Configuring the JVM arguments
Here, specify the following:

-javaagent :<<PATH OF THE LOCAL FOLDER CONTAINING THE eg btm.jar FILE>>
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14.
15.

-DEG_PROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>

For instance, if the jar file and .props files had been copied to the E:\btm\weblogic_7001 directory, the
above specification will be:
-javaagent:E:\btm\weblogic 7001\eg btm.Jjar

-DEG_PROPS_HOME=E:\btm\weblogic 7001
Finally, save the changes and restart the WebLogic server.

To BTM-enable the Admin server of a WebLogic cluster, edit the start-up script of the Admin server. For
that, follow the steps below:

« Open the start-up script and insert the following lines init:

set EG JAVA OPTIONS ADMIN SERVER="-javaagent:<<PATH TO THE eg btm.jar FILE>> -DEG
PROPS HOME=<<PATH TO THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>"

if "%SERVER NAMES%"=="AdminServer" (
set EG_JAVA_OPTIONS=%EG_JAVA_OPTIONS_ADMIN_SERVER%

)

set JAVA OPTIONS=%JAVA OPTIONS% %$JAVA PROPERTIESS -
Dwlw.iterativeDev=%iterativeDevFlag% -Dwlw.testConsole=%testConsoleFlag% -

Dwlw.logErrorsToConsole=%logErrorsToConsoleFlags $EG JAVA OPTIONS%

For instance, if the jar file and the .props file had been copied to the C:\btm\WebLogic_7001
directory, the above specification will be:

set EG_JAVA OPTIONS ADMIN SERVER="-javaagent:c:\btm\WebLogic 7001\eg btm.jar -DEG
PROPS HOME=c:\btm\WebLogic 7001"

if "$SERVER NAMES$"=="AdminServer" (
set EG_JAVA_OPTIONS=%EG_JAVA_OPTIONS_ADMIN_SERVER%

)

set JAVA OPTIONS=%JAVA OPTIONS% %JAVA PROPERTIESS -
Dwlw.iterativeDev=%iterativeDevFlag% -Dwlw.testConsole=%testConsoleFlag% -

Dwlw.logErrorsToConsole=%logErrorsToConsoleFlags 3%EG JAVA OPTIONS%
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) else |
aet POST_CLASSPATH=ARRDIRG\xgrl.jar
. ]
EREM FROFILING SUPPORT
get JAVA_FROFILE=
aet SERVER_CLASS=weblogic.Server

set JAVA_PROPERTIES=%JAVA_PFROPERTIES® ¥WLF_JAVA FROPERIIES:

T EG JAVA OFTICHS ROMTH SERVER="-javaagent:-javaagent:s:\brm\WebLogic T001\eg btm.jar -DEG PROPS BOME=c:‘\bhtm\WebLogic T001"

if "4SERVER_MAMEA“=="RdminServer” (
get EG JAVA OPTIONS=-REG JAVA OFTIONS ADMIN SERVERR

~Dwlw. itararivelev=titarativaDsv % —Dwlw.tesEConsslé=trestCansaleFlagt

et JAVA_OPTION3=%JAVA_CPTICHS: tJAVA_PROFERTIES:

if "3FRCODCTIION MODER"=="wrus” |
set JAVA_OFTIONS= -Dweblogic.ProductionModeEnabled=true YJAVA_OFTIONSY

)
fREM —— Serup propercies so thAT We CAR SaVE Stdout and srderr te files

if HOT “WWL5S_STDOUT_LOGR"=="" [

echo Logglng WLS stdout to RWLS_STDOUT_LOGY

ger JAVA_OFTIONS=%JAVA_OPTICHSY -Dweblogie.Jrdout=3¥WLS_STDOUT_LOGE
)
if HOT “%WLS_STDERR LOGR"=="" [

echs Logging WLS stderr te ¥WLS_STDERR_LOGH
set JAVA_OPTIONS=%JAVA_CPTIONSY -Dweblogic.3tderr=4WLS_STDERR_LOGH

Figure 1.20: Editing the start-up script of the WebLogic Admin server on Windows that is monitored in an
agentless manner

« Finally, save the file and restart the Admin server.

If an Oracle WebLogic server is running on Unix, and the eG agent monitoring the server has been deployed
on a remote host, then follow the steps below to BTM-enable that WebLogic server:

1.

To BTM-enable an individual WebLogic server instance, follow the steps 1-13 above, until the
Arguments text box comes into view.

In the Arguments text box mentioned in step 13, specify the following:

-javaagent:<<PATH TO THE eg btm.jar FILE>>

-DEG PROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>

For instance, if the jar file and the .props files had been copied to the opt/btm/WebLogic_7001
directory, the above specification will be:

-javaagent:opt/btm/eg btm.jar
-DEG_PROPS_HOME=opt/btm/WebLogic 7001
Save the changes and then restart the WebLogic server instance.

On the other hand, if you want to BTM-enable an Admin server (of a WebLogic cluster) on Unix, then
follow steps 1-12 above. Then, jump to step 15. As instructed by step 15, edit the start-up script of the
Admin server, and insert the following lines in it:
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EG_JAVA OPTIONS ADMIN SERVER="-javaagent:<<PATH TO THE eg btm.jar FILE>> -DEG_PROPS
HOME=<<PATH TO THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>"

if [ "S${SERVER NAME}" = "AdminServer" ] ; then
EG _JAVA OPTIONS="${EG JAVA OPTIONS ADMIN SERVER}"
fi

SAVE JAVA OPTIONS="S${JAVA OPTIONS} ${EG JAVA OPTIONS}"

For instance, if the jar file and .props files have been copied to the /opt//btm/WebLogic_7001 directory
on the Unix host, then your specification will be:

EG_JAVA OPTIONS ADMIN SERVER="- javaagent:/opt/btm/WebLogic 7001/eg btm.jar - DEG_
PROPS_HOME=/opt/btm/WebLogic 7001"

if [ "S${SERVER NAME}" = "AdminServer" ] ; then

EG _JAVA OPTIONS="${EG JAVA OPTIONS ADMIN SERVER}"

fi

SAVE JAVA OPTIONS="S${JAVA OPTIONS} ${EG JAVA OPTIONS}"

5. Finally, save the file and restart the WebLogic Admin server.

1.3.5 Installing eG BTM on GlassFish

The steps for BTM-enabling GlassFish server will differ based on where the eG agent monitoring that server
has been deployed - whether on the GlassFish server, or on a remote host.

1.3.5.1 Agent-based Approach to BTM-Enabling a GlassFish Server

If a GlassFish server is running on Windows, and the eG agent monitoring the server has been deployed on
that server itself, then follow the steps below to BTM-enable that GlassFish server:

1. Manage the GlassFish server using the eG administrative interface. When managing, make a note of the
Nick name and Port number that you provide.

2. If multiple GlassFish server instances are operating on a single host, and you want to BTM-enable all the
instances, then you will have to manage each instance as a separate GlassFish server using the eG
administrative interface. When doing so, make a note of the Nick name and Port number using which
you managed each instance.

3. Inthe <EG_AGENT_INSTALL_DIR>\lib\btm directory, you will find the following files:

. eg_btm.jar

« btmLogging.props
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« btmOther.props
« exclude.props

4. Next, create a new directory under the <EG_AGENT_INSTALL_DIR>\lib\btm. Take care to name this
directory in the following format: <Managed_Component_NickName>_<Managed Component_Port>.
For instance, if you have managed the GlassFish server using the nick name GlassFish1 and the port
number 8080, the new directory under the btm directory should be named as GlassFish1_8080.

5. If you have managed multiple GlassFish server instances running on a single host, then you will have to
create multiple sub-directories under the btm directory- one each for every instance. Each of these sub-
directories should be named after the Nick name and Port number using which the corresponding
instance has been managed in eG.

6. Once the new directory is created, copy the following files from the btm directory to the new directory. If
multiple directories have been created as described in step 5 above, then the following files should be
copied to all directories:

« btmLogging.props
« btmOther.props
« exclude.props

7. Next, edit the btmOther.props file. You will find the following lines in the file:

# Below property is BTM Server Socket Port, through which eG Agent Communicates
# Restart is required, if any changes in this property

# Default port is "13931"

BTM Port=13931
#

By default, theBTMPort parameter is set to 13931. If you want to enable eG BTM on a different port,
then specify the same here. In this case, when configuring the Java Business Transactions test or the
Key Java Business Transactions test for the GlassFish server, make sure you configure the BTM port
parameter of the test with this port number.

Also, against the Designated_Agent parameter, specify the IP address of the eG agent which will poll
the eG BTM for metrics. If no IP address is provided here, then the eG BTM will treat the host from
which the very first 'measure request' comes in as the Designated_Agent.

# Below property is used to specify IP address of eG Agent which collectes BTM Data.

# Default is None
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Designated Agent=

#

Note:

In case a specific Designated_Agent is not provided, and the eG BTM treats the host from which the
very first 'measure request' comes in as the Designated_Agent, then if such a Designated_Agent is
stopped or uninstalled for any reason, the eG BTM will wait for a maximum of 10 measure periods for
that 'deemed' Designated_Agent to request for metrics. If no requests come in for 10 consecutive
measure periods, then the eG BTM will begin responding to 'measure requests' coming in from any other
eG agent.

Then, you need to configure the GlassFish server with the path to the eg_btm.jar and .props files. To
achieve this, you can use one of the following two ways:

« Through the GlassFish Administration console
« By editing the start-up script of the GlassFish serverinstance

If you choose to use the GlassFish Administration console, then first, login to the console. Then, follow
the steps detailed below:
« When Figure 1.21 appears, click on the server-config node in the tree-structure in the left panel.

Home  About .
User: admin Domain: domain1  Server: 192.168.8.251

GlassFish™ Server Open Source Edition

&
L | JoBC - W, Admin Service
* gt JMS Resources . . .
&3 Connector Service
» [ JNDI
= JavaMail Sessions  EJ8 Container
4 Resource Adapter Configs Q HTTP Service

v gi| Configurations
* gy defaull-config
* @i serverconfig B Java Message Service

&y Admin Service % Logger Settings
& Connector Service
(& EJB Container

& JUM Settings

= Monitering

- Q. HTTP Service & Network Listeners
S JVM Settings ® Protocols
-+ i
> gt Java Mess‘?ge Service Q Transports
& Logger Settings
[ Monitaring 2 ors
» @, Network Canfig 2 Security
raoms y A System Properties
* fj Securty )
/3 System Properties & Thread Pools
» 5 Thread Pools # Transaction Service

# Transaction Service
* @ Vinual Servers
{8 Web Container

Q Virtual Servers

 web Container

Figure 1.21: Clicking on the server-config node
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« From the options listed in the right panel of Figure 1.21, select the JVM Settings option. Figure 1.22 will
then appear. Select the JVM Options tab page in Figure 1.22.

Home™ "About
User: admin Domain: domain1 Server: 192 168.8 251

GlassFish™ Server Open Source Edition

3 B JDBC -
General Path Setti Profile
5 e e . ngs | VM Options :
JNDI :
" b JVM General Settings

5 JavaMail Sessions.
5 Resource Adapter Configs
v g4 Configurations
» [§ defauit-config
* [gy server-config
5 Admin Service

&y Connector Service Java Home: * ${com sun aas javaRoot)
B EJB Container Path to the directory in which the Java Development Kit is installed

Change the general configuration settings for the Java Virtual Machine (JVM). Some of these settings centrol interactions with a Java Platferm Debugger Architecture (JPDA) debugger

* Indicates required field

Configuration Name: server-canfig

HTTP Service Javac Options: E
Command line options 1o pass to the javac compiler
» gt Java Message Service Debug: Enabled
i Logger Settings Start server in debug mode ready for JPDA-based debugger
Manitorin Debug Options: -agentlib jdwp=transport=dt_sackel sarver= d=n addres|
= q gentlib. sport=di_s ¥, SUSpen:
» @ Network Conflg JPDA options passed to JVM when debugging is enabled
> & ORB RMI Compile Options:  [jiop -poa -alwaysgenerate -keepgenerated -g
» g Securty -keepgenerated saves generated source for stubs and ties
4 System Properties Bytecode Preprocessor:

* o Thread Pools

o Transaction Service
* @ Vinual Servers

{8 Web Cantainer

Figure 1.22: Clicking on the JVM Options tab page

o Figure 1.23 will then appear. You now need to add two new JVM options. For this, click on the Add
JVM Option button in Figure 1.23, twice.

Home About
User: admin Domain: domain1  Server: 192.168.8.251

GlassFish™ Server Open Source Edition

=

> & JOBC -
8 General | Path Setti VM Opti Profiler
L= 4 JMS Resources | . ons 5
JNDI .
"l JVM Options | Save |

B JavaMail Sessions
3 Resource Adapter Configs
v |3 Configurations Configuration Name: server-config
» g default-config

* g server-config
3 Admin Service |8 & Delete
# Connector Service | s“m] Value .
5

& EJB Container
-Djava awt headless=true

[ HTTP Service
b -Djava security policy=${com. sun aas instanceRoot} config/server policy
install disableC

g Java Message Service -Difelix fil g

Manage J¥M options for the server. Values containing one or more spaces must be enclosed in double quotes (Tva
g g P q

% Logger Settings -Dosgl shell telnet. maxconn=1
) Monitoring -Dfielix fileinstall poll=5000
» @, Network Config -Djava endorsed dirs=%{com sun aas installRootfmodules/endarsed${path sef rj${com sun aas installR
> 2 ORB -Dosgi shell telnet port=6666
* @ Security -Deom. cic wstx. retumNullF orDefaultNamespace=true
43 System Properties =X+ UnlockDiagnosticVMOptions
» o Thread Pools -Dcom. sun_enterprise. config config_emvironment_factory_dass=com sun prise.config Appsen,
+ Transaction Service -Djava ext dirs=${com. sun aas javaRoot}/lib/ext${path. separator}S{com. sun aas javaRoot}jrelib/ext${path sepa
* @ Virtual Servers -Djavax.xaml. accessExtemalSchema=all
{Sp Web Container -Dgosh args=—nointeractive
@ Undate Tool - -XX:MaxPermSize=192m

Figure 1.23: Clicking on the ADD JVM Option button
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« Two empty rows will then be inserted, as depicted by Figure 1.24.

Home About

User: admin Domain: domain1  Server: 192 168 8.251

GlassFish™ Server Open Source Edition

=

» @ JOBC
* gt JMS Resources
* [ INDI
& JavaMail Sessions
5 Resource Adapter Configs
v [ Configurations
[ default-config
> | serverconfig
& Admin Service
i Connector Service

General | Path Settings JUM Options ' Profiler

JVM Options | Save |

Manage JYM oplions for the server. Values containing one or more spaces must be enclosed in double quotes (value string)

Configuration Name: server-config

@J@,I@Dﬂme e

. | Select Value +
& EJB Container | 7 A
e HTTP Semvice
I.! £ Java Message Senvice -Dijava awt h-eal:llessFlme .
i Logger Settings -Djava. security policy=${com.sun.aas.instanceRoot)/conflg/server policy
g Monitoring -Difelix fileinstall disableConfigSave=false
- g Network Config -Dusgi.shell telnet maxconn=1
e ORB -Difelix fileinstall poll=5000
A Secirity -Dijava. endorsed dirs=${com._sun_aas installRoot)modules/endorsed3{path sep it sun.aas. installRoot|

<Diozgi.shell lelnet port=6666
-Dicom. cte wstx returnMullF orDefault Namespace=true
-XX-+UnlockDiagnosticVMOptions

y: | System Properties
* o Thread Pools
+* Transaction Service
+ @ Vinual Servers
% Web Container
& Update Tool

-Dicom. sun. enterprise config config_environment_factory_class=com sun enterprise config serverbeans Appsen|
-Dijava_axt dirs=5{com. sun. aas javaRoot}lib'extS{path separaterS{com. sun aas javaRoot)jre/lib/exSpath sepa
-Dijavax xml accessExemalSchema=all

Figure 1.24: Two empty rows inserted in the JVM Options tab page
« Specify each of the following lines in each of the empty rows, as indicated by Figure 1.25:
-javaagent :<EG_AGENT_INSTALL DIR>\1lib\btm\eg btm.jar

-DEG_PROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>

Forinstance, if the .props files had been copied to the <EG_AGENT_INSTALL _
DIR>\lib\btm\GlassFish1_8080 directory, the above specification will be:

-javaagent :<EG_AGENT INSTALL DIR>\1lib\btm\eg btm.jar

-DEG_PROPS HOME=<EG AGENT INSTALL DIR>\1lib\btm\GlassFishl 8080
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Home " About

User: admin Domain: domaini Server: 192 168.8.251

GlassFish™ Server Open Source Edition
&

* @ JoBC
» gt JMS Resources
» g INDI
& JavaMail Sessions
4 Resource Adapter Configs
v [ Configurations
* g default-config
* g server-config
a Admin Service
£ Connector Service

> gt Java Message Service
i@ Logger Settings

A System Properties
» g Thread Pools
o Transaction Service
[ g Virtual Servers
(@ Web Container
@ Update Tool

General Path Settings =~ JVM Options Profiler
JVM Options
Manage JVM options for the server Values containing one or more spaces must be enclosed in double quotes

Configuration Name: cerver-config

12 (8 im.lwg Delete

value sting”)

-Djava.awt.headless=true

Djava. security policy=${com sun. aas instanceRoot) config/server. policy

| Select | Value .
8y EJB Container - = - - ; |
= P Service -javaagent C \eGurkhalib\btm|GlassFish1_B080\eg_btm jar
HTTP Servic
; “DEG_PROPS_HOME C'\eGurkhalliblbim) GlassFish1_8080]

@ Monitoring -Dfelix fileinstall disableConfigSave=false
> @ Network Config -Diosgl. shell tenet maxconn=1
> 8 ORB -Dfelixfileinstall poll=5000
> f§) Security -Djava. endorsed dirs=5{com.sun aas. 0IM. SUN.3as.

-Dosgi. shell telnet port=6556
-Dicom. cte. wste retumNullForDefaultNamespace=true
XX +UnlockDiagnostic MOptions

-Deom. sun enterprise config. config_envii _factory_class=com eun enterprise config

 Appser]

-Djava, ext.dirs=5{com, sun. aas j } {path separator}§{com. sun. aas j

-Djavax xml accessExtemalSchema=al

) P

sepa

Figure 1.25: Specifying the Java arguments for BTM-enabling the GlassFish server
« Finally, save the changes and restart the GlassFish server.

10. On the other hand, if you want to BTM-enable the GlassFish server by editing the start-up script of the
GlassFish server instance, then follow the steps below:

« Open the start-up script and enter the following lines in it, as depicted by Figure 1.26.

<jvm-options>-javaagent:<EG AGENT INSTALL DIR>\lib\btm\eg btm.jar</jvm-options>

<jvm-options>-DEG ROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS
FILES>></jvm-options>

For instance, if the .props files had been copied to the <EG_ AGENT_ INSTALL_
DIR>\lib\btm\GlassFish1_8080 directory, the above specification will be:
<jvm-options>-javaagent:<EG AGENT INSTALL DIR>\lib\btm\eg btm.jar</jvm-options>

<jvm-options>-DEG_PROPS HOME=<EG AGENT INSTALL DIR>\1lib\btm\GlassFishl 8080</jvm-

options>
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I e e I e e e - B e B e e e e e e et e e et St Tt

-"]au ext.dizs=§[com. sun. aas, jevaRoot) /1lib/excé [path. 2eparater] & [com. sun. aga. javaRoot) /jre/lib/excs (pach. separator] § [com. sun. sas. instancefoot)

Dlavax. :rnl a.,c:aantt*nalSchtn-!l-(.'_‘"' optiona>

2>=0gosh. arge=--noinceractives/ JVE-opTionas

2> :MaxPermSize=102me /| vm- LEL

=3-Djavax. menagesent buil isl=com, sun.enterprise, w3 adein,
2>-Djdk. corba.allowlutputst: mh:::Flua-,ruc{ m-optionay

2>-Dcom. sun. enterprize. security. hrtpaOutboundkeyAlias=alaa</
23-Dfelix.fileinatall .bundles. scarcTransienc=troed/ jVE-optiones

n=>-Dfelix.fileinstall.bundles.new. start=true</jva-optionsr

na>=Dfelix.fileinstall .dir=5{com.sun.aas.inatal 1n:ctj /modules/autostart/</Jvm-optionay

2>=Djava.security.auch.login. config=F {com.sun.aas. inectancefoot ) feonfig/ login. conf</ jve-optione>

23— KM :NewRatin=2</

AppServerMBeandarverBuilderd/jim-optionss

na>»

=>—Dfelix.fileinstall.log =¥
n2>-Doagi.shell.telnet.ip=12 { ptiona>
23=Doryg.glassfish.additiona Bu.‘r'].eaLSta":-:::J apache.felix.shell, org.apache.felix.gogo.runtine,org.apache.felix.gogo.shell, org.apache.felix.
pgch felix.shell.remote, org.apache.felix.fileinscall</jva-cptions>
nay
asl t\-,su::e-s[cc:n sun.aas.inscanceRoot)/eonfig/keyatare. k<) ionax
=0rg.apache.derby. jdbe. ClientDrivere/ ptionsy
2 CF '\]a vax.net.s3l. trustScore=§ | com. sun. ans. 1n:|1::|rc:r:'cl:J /config/cacerta.Jla</Ivm-optiona>
-DANTLE USE_DIRECT CLASS LOADING=true</]vm-optlionas

23—Hwerlify:noned) vm- >

X=-Connectlo

Figure 1.26: Editing the start-up script of the GlassFish server instance to BTM-enable the instance
« Finally, save the file and restart the GlassFish server instance.

If a GlassFish server is running on Unix, and the eG agent monitoring the server has been deployed on that
server itself, then follow the steps below to BTM-enable that GlassFish server:

1. Follow step 1 - 7 above. While doing so, note that the jar and .props files will be available in the
lopt/egurkhallib/btm directory on the eG agent host.

2. Then, proceed to configure the GlassFish server with the path to the .jar and .props files. For this, you
need to edit the start-up script of the GlassFish server.

3. The first step towards this end is to open the start-up script. Then, insert the following lines in it:

<jvm-options>-javaagent:opt/egurkha/lib/btm/eg btm.jar </jvm-options>

<jvm- options>- DEG PROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS

FILES>></jvm-options>

For instance, if the .props files had been copied to the /opt/egurkhal/lib/btm/GlassFish1_8080
directory, the above specification will be:
<jvm-options>-javaagent:/opt/egurkha/lib/btm/eg btm.jar</jvm-options>

<jvm-options>-DEG_PROPS HOME=opt/egurkha/lib/btm/GlassFishl 8080</jvm-options>

4. In Unix environments, if the eG agent is deployed on the same host as the GlassFish server, then both
the agent and the server will be running using different user privileges. In this situation, by default, the
eG BTM logs will not be created. In order to create the same, insert the following entry after the -DEG __
PROPS_HOME specification .
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<jvm-options>-DEG LOG HOME=<<LogFile Path>></jvm-options>

For instance, if the .props files have been copied to the /opt/egurkha/lib/btm/GlassFish1_8080
directory, and the BTM log files also need to be created in the same directory, then your complete
specification will be as follows:

<jvm-options>-javaagent:/opt/egurkha/lib/btm/eg btm.jar</jvm-options>
<jvm-options>-DEG PROPS HOME=opt/egurkha/lib/btm/GlassFishl 8080</jvm-options>
<jvm-options>-DEG LOG HOME=opt/egurkha/lib/btm/GlassFishl 8080</jvm-options>

5. Finally, save the file and restart the GlassFish server.

1.3.5.2 Agentless Approach to BTM-Enabling an GlassFish server

If a GlassFish server is running on Windows, and the eG agent monitoring the server has been deployed on a
remote host in the environment, then follow the steps below to BTM-enable that GlassFish server:

1. Manage the GlassFish server as a separate component using the eG administrative interface. When
managing, make a note of the Nick name and Port number that you provide.

2. If multiple GlassFish server instances are operating on a single node, and you want to monitor each of
those instances, then you will have to manage each instance as a separate GlassFish server using the
eG administrative interface. When doing so, make a note of the Nick name and Port number using
which you managed each instance.

3. In the <EG_AGENT_INSTALL_DIR> \lib\btm directory (on Windows; on Unix, this will be
lopt/egurkhallib/btm), you will find the following files:

. eg_btm.jar
« btmLogging.props
« btmOther.props
« exclude.props
4. Next, log into the GlassFish server that is being monitored.
5. Create a new directory named, say btm, in any location on that server.

6. Under this directory, create a sub-directory. Take care to name this directory in the following format:
<Managed_ Component_ NickName>_ <Managed Component_Port>. For instance, if you have
managed the GlassFish server using the nick name GlassFish1 and the port number 8080, the sub-
directory should be named as GlassFish1_8080.

7. If you have managed multiple instances of the GlassFish server, then you will have to create multiple
sub-directories - one each for every instance. Each of these sub-directories should be named after the
Nick name and port number using which the corresponding instance has been managed in eG.
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Once the new sub-directory is created, copy all the files from the btm directory of the remote agent to
the sub-directory on the GlassFish server. Where multiple sub-directories have been created, you will
have to copy the files to each of those directories.

Next, edit the btmOther.props file. You will find the following lines in the file:

# Below property is BTM Server Socket Port, through which eG Agent Communicates
# Restart is required, if any changes in this property

# Default port is "13931"

BTM Port=13931
#

By default, theBTM_Port parameter is set to 13931. If you want to enable eG BTM on a different port,
then specify the same here. In this case, when configuring the Java Business Transactions test or the
Key Java Business Transactions test for the GlassFish server, make sure you configure the BTM
PORT parameter of the test with this port number.

Also, against the Designated_Agent parameter, specify the IP address of the eG agent which will poll
the eG BTM for metrics. If no IP address is provided here, then the eG BTM will treat the host from
which the very first 'measure request' comes in as the Designated_Agent.

Below property is used to specify IP address of eG Agent which collectes BTM Data.

# Default is None

Designated Agent=

#

Note:

In case a specific Designated_Agent is not provided, and the eG BTM treats the host from which the
very first 'measure request' comes in as the Designated_Agent, then if such a Designated_Agent is
stopped or uninstalled for any reason, the eG BTM will wait for a maximum of 10 measure periods for
that 'deemed' Designated_Agent to request for metrics. If no requests come in for 10 consecutive
measure periods, then the eG BTM will begin responding to 'measure requests' coming in from any other
eG agent.

51



Introduction

11. Finally, save the btmOther.props file.

12. Then, proceed to configure the GlassFish server with the path to the eg_btm.jar and .props files. To
achieve this, you can use one of the following two ways:

« Through the GlassFish Administration console
« By editing the start-up script of the GlassFish server instance

13. If you choose to use the GlassFish Administration console, then first, login to the console. Then, follow
the steps detailed in step 9 of the previous section, until you get to the step where you add two empty
rows in the JVM Options page.

Home  About
User: admin Domain: domain1 Server: 192 168 8.251

GlassFish™ Server Open Source Edition
[

" 8 08¢ “|| General | Path Setings | svmoj Profil
-‘.:JMS Resources eral | 'al ngs [ ptions | rofiler

INDI .
" b _ JVM Options Save |
[ JavaMail Sessions

Manage JVM options for the server Values containing one or more

ces must be enclosed in double quotes ("value sting”)

¢ Resource Adapter Configs
v |g# Configurations Configuration Name: server-config
» |gi| default-config

* [ server-config Options (37)
¢ Admin Service &) |8 | | |AddIVM Gption| Delete

5y Connector Service

a Select | Valus -

# EJB Container ! - —
Javaagent E-\btm\GlassFish1_8080\eq_btm jar

Al “DEG_PROPS_HOME E \btm GlassFish1_8080
E \bim!GlassFish
= JVM Settings CALLE A -
» gt Java Message Service Diava. ant headiess=tue

1} Logger Settings

-Djava security policy=${com. sun aas instanceRoot}/config/server policy
Diedix fileinstall. disableConfigSave=Talse

A System Properties
» g Thread Pools

4t Transaction Service
* @ Vinual Servers

& Web Container

1@ Menitoring :
» @ Network Conflg “Dozgi shell.telnel maxconn=1

- a ORB Dielix filsinstall poll=5000

> (g Secuty Djava endorsed dirs=§{com sun aas installRooty modules/endorsed${path separator}${com sun aas installRoot

“Dosgi shell telnel pori=6666

Deom cte wstx retumNullForDefaultNamespace=true

X +UnlockDiagnosticVMOptions

“Dcom sun enterprise config.config_environment_factory_dass=com sun.enierprise. config serverbeans Appser|
Djava ext dirs=S{com sun aas javaRoot) lib/exS{path separator)${com sun aas javaRoot}jre/lib/extS{path sepa

Figure 1.27: Configuring the JVM arguments
In these rows, provide the following entries, as depicted by Figure 1.27.
-javaagent :<<PATH OF THE LOCAL FOLDER CONTAINING THE eg btm.jar FILE>>

-DEG PROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS FILES>>

For instance, if the jar file and .props files had been copied to the E:\btm\GlassFish1_8080 directory,
the above specification will be:
-javaagent:E:\btm\GlassFishl 8080\eg btm.jar

—-DEG_PROPS_HOME=E:\btm\GlassFishl 8080
14. Finally, save the changes and restart the GlassFish server.

15. On the other hand, if you want to BTM-enable the GlassFish server by editing the start-up script of the
GlassFish server instance, then follow the steps below:

« Open the start-up script and insert the following lines init:

<jvm- options>- javaagent:<<PATH TO THE eg btm.jar ON THE LOCAL FOLDER>></jvm-

options>
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<jvm-options>-DEG PROPS HOME=<<PATH OF THE LOCAL FOLDER CONTAINING THE .PROPS

FILES>></jvm-options>

For instance, if the jar file and the .props file had been copied to the E:\btm\weblogic_7001 directory,
the above specification will be:

<jvm-options>-javaagent:E:\btm\GlassFishl 8080\eg btm.jar</jvm-options>

<jvm-options>-DEG PROPS HOME=E:\btm\GlassFishl 8080</jvm-options>

T T i | T

instanceRoot]

lder.initial=com.sun.enterprise. v, admin. AppServerdBeanderverBuildere/jve-option
StreamSubclass=true</jvm-optionss
.hrtpefutboundieyAlias=alas<,/]vE-optiona>
fyvE-cprions>

odules/autostart,/</Ivm-options>
-aas. instancefoot)/config/login. conf</. prionas

2gi.ahell LN
glassfish.additional rg.apache.felix.shell,or he.felix.gogo.runtime, org.apache. felix.gogo.ahell, org.apache. felix.

el
.fileinseall</jva-oprions>

N—
ore—§(com. sun.aas. insctanceRoot) /config/ keystore.jks</Ivm-optiona>

m-optionad
E:\btm\GlassFishl B080\eq_brm.jarc/d
options>—DEG PROPS HOME:E:\btm\GlassFishl B080</ op
>

Figure 1.28: Editing the start-up script of the GlassFish server instance to BTM-enable the instance

« Finally, save the file and restart the GlassFish server instance.
If a GlassFish server is running on Unix, and the eG agent monitoring the server has been deployed on a
remote host in the environment, then follow the steps below to BTM-enable that GlassFish server:
1. Follow steps 1-11 above.

2. Then, proceed to configure the GlassFish server with the path to the .jar and .props files. For this, you
need to edit the start-up script of the GlassFish server.

3. Thefirst step towards this end is to open the start-up script. Then, insert the following lines init:

<jvm-options>-javaagent:<<PATH TO THE eg btm.jar FILE>></jvm-options>

<jvm- options>- DEG PROPS HOME=<<PATH TO THE LOCAL FOLDER CONTAINING THE .PROPS

FILES>></jvm-options>

For instance, if the jar file and .props files have been copied to the /opt/btm/GlassFish1_8080 directory,
the above specification will be:
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<jvm-options>-javaagent:/opt/btm/GlassFishl 8080/eg btm.jar</jvm-options>

<jvm-options>-DEG_ PROPS HOME=opt/btm/GlassFishl 8080</jvm-options>

4. Finally, save the file and restart the GlassFish server

1.4 Java Business Transactions Test

The responsiveness of a transaction is the key determinant of user experience with that transaction; if
response time increases, user experience deteriorates. To make users happy, a Java business transaction
should be rapidly processed by each of the JVM nodes in its path. Processing bottlenecks on a single JVM
node can slowdown/stall an entire business transaction or can cause serious transaction errors. This in tum
can badly scar the experience of users. To avoid this, administrators should promptly identify
slow/stalled/errored transactions, isolate the JVM node on which the slowness/error occurred, and uncover
what caused the aberration on that node —is it owing to SQL queries executed by the node? Or is it because of
external calls — eg., async calls, SAP JCO calls, HTTP calls, etc. - made by that node? The Java Business
Transactions test helps with this!

This test runs on a BTM-enabled JVM in an IT infrastructure, tracks all the transaction requests received by
that JVM, and groups requests based on user-configured pattern specifications. For each transaction pattern,
the test then computes and reports the average time taken by that JVM node to respond to the transaction
requests of that pattern. In the process, the test identifies the slow/stalled transactions of that pattern, and
reports the count of such transactions and their responsiveness. Detailed diagnostics provided by the test
accurately pinpoint the exact transaction URLs that are slow/stalled, the total round-trip time of each
transaction, and also indicate when such transaction requests were received by that node. The slowest
transaction in the group can thus be identified.

Moreover, to enable administrators to figure out if the slowness can be attributed to a bottleneck in SQL query
processing, the test also reports the average time the transactions of each pattern took to execute SQL
queries. If a majority of the queries are slow, then the test will instantly capture the same and notify
administrators.

Additionally, the test promptly alerts administrators to error transactions of each pattern. To know which are
the error transactions, the detailed diagnosis capability of the test can be used.

This way, the test effortlessly measures the performance of each transaction to a JVM node, highlights
transactions that are under-performing, and takes administrators close to the root-cause of poor transaction
performance.

Target of the Test: A BTM-enabled JVM

Agent deploying the test : An internal/remote agent

Output of the test: One set of results for each grouped URL
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Test parameters:

1. TEST PERIOD - How often should the test be executed
2. HOST - The host for which the test is to be configured

3. BTM PORT -Specify the port number specified as BTM_Port in the btmOther.props file on the JVM
node being monitored. If the JVM is being monitored in an agent-based manner, then the
btmOther.props file will be in the <EG_AGENT_INSTALL_DIR>\lib\btm directory.

4. MAX URL SEGMENTS - This test groups transaction URLs based on the URL segments count
configured for monitoring and reports aggregated response time metrics for every group. Using this
parameter, you can specify the number of URL segments based on which the transactions are to be
grouped.

URL segments are the parts of a URL (after the base URL) or path delimited by slashes. So if you had
the URL: http://www.eazykart.com/web/shopping/sportsgear/login.jsp, then http://www.eazykart.com
will be the base URL or domain,/web will be the first URL segment, /shoppingwill be the second URL
segment, and /sportsgear will be the third URL segment, and/login.jsp will be the fourth URL segment.
By default, this parameter is set to 3. This default setting, when applied to the sample URL provided
above, implies that the eG agent will aggregate response time metrics to all transaction URLs under
/web/shopping/sportsgear. Note that the base URL or domain will not be considered when counting
URL segments. This in turn means that, if the JVM node receives transaction requests for the URLs
such as http://www.eazykart.com/web/shopping/sportsgear/login.jsp,
http://www.eazykart.com/web/shopping/sportsgear/jerseys.jsp,
http://www.eazykart.com/web/shopping/sportsgear/shoes.jsp,
http://www.eazykart.com/web/shopping/sportsgear/gloves.jsp, etc., then the eG agent will track the
requests and responses for all these URLs, aggregate the results, and present the aggregated metrics
for the descriptor /web/shopping/sportsgear. This way, the test will create different transaction groups
based on each of the third-level URL segments — eg. /web/shopping/weddings, /web/shopping/holiday,
/web/shopping/gifts etc. —and will report aggregated metrics for each group so created.

If you want, you can override the default setting by providing a different URL segment number here. For

instance,  your  specification can be just 2 . In this case, for the
URL http:.//www.eazykart.com/web/shopping/login.jsp, the test will report metrics for the descriptor
web/shopping.

5. EXCLUDED PATTERNS - By default, this test does not track requests to the following URL patterns:

*ttf, *.otf, *.woff, *.woff2, *.eot, *.cff, *.afm, *.Iwfn, *ffil, *.fon, *.pfm, *.pfb, *.std, *.pro, *.xsf, *jpg,
*jpeg, *jpe, *jif, *jfif, *jfi, *jp2, *.j2k, *jpf, *.jpx, *jpm, *jxr, *.hdp, *.wdp, *.mj2, *.webp, *.gif, *.png,
*.apng, *.mng, *tiff, *.tif, *.xbm, *.bmp, *.dib, *.svg, *.svgz, *.mpg, *.mpeg, *.mpeg2, *.avi, *.wmv,

.mov, *.rm, *.ram, *.swf, *flv, *.ogg, *webm, *.mp4, *.ts, *mid, *.midi, *.rm, *.ram, *.wma,
*.wav, *.09g, *mp3, *.mp4, *.css, *js, *.ico|/egurkha*

*

.aac,

If required, you can remove one/more patterns from this default list, so that such patterns are
monitored, or can append more patterns to this list in order to exclude them from monitoring.
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MONITORING MODE — Profiler is the default operational mode for the eG agent that performs business
transaction monitoring. In this default mode, the agent collects deep diagnostics of all external calls
made by the target JVM node when processing a transaction. This includes POJO calls, which are
usually large in number. Since an agent operating in the Profiler mode will report response time metrics
per POJO call, a marginal increase in the processing overheads of the transaction can be expected in
this mode.

To ensure that the agent balances transaction visibility with low transaction overhead,
Troubleshooting can be chosen as the MONITORING MODE. This mode optimizes agent performance
for your live environment. This is why, if you choose this mode, then whenever you attempt to perform
transaction execution analysis, eG will reveal the details of all external calls made by the target JVM
node for that transaction, except POJO method calls.

METHOD EXEC CUTOFF (MS)— From the detailed diagnosis of slow/stalled/error transactions, you can
drill down and perform deep execution analysis of a particular transaction. In this drill-down, the
methods invoked by that slow/stalled/error transaction are listed in the order in which the transaction
calls the methods. By configuring a METHOD EXECUTION CUTOFF, you can make sure that methods
that have been executing for a duration greater the specified cutoff are alone listed when performing
execution analysis. For instance, if you specify 5 here, then the Execution Analysis window for a
slow/stalled/error transaction will list only those methods that have been executing for over 5
milliseconds. This way, you get to focus on only those methods that could have caused the slowness,
without being distracted by inconsequential methods. By default, the value of this parameter is set to
250 ms.

SQL EXECUTION CUTOFF (MS) — Typically, from the detailed diagnosis of a slow/stalled/error
transaction on a JVM node, you can drill down to view the SQL queries (if any) executed by that
transaction from that node and the execution time of each query. By configuring a SQL EXECUTION
CUTOFF, you can make sure that queries that have been executing for a duration greater the specified
cutoff are alone listed when performing query analysis. For instance, if you specify 5 here, then for a
slow/stalled/error transaction, the SQL Queries window will display only those queries that have been
executing for over 5 milliseconds. This way, you get to focus on only those queries that could have
contributed to the slowness. By default, the value of this parameter is set to 10 ms.

HEALTHY URL TRACE — By default, this flag is set to No. This means that eG will not collect detailed
diagnostics for those transactions that are healthy. If you want to enable the detailed diagnosis
capability for healthy transactions as well, then set this flag to Yes.

MAX HEALTHY URLS PER TEST PERIOD — This parameter is applicable only if the HEALTHY URL
TRACE flag is set to ‘Yes’. Here, specify the number of top-n transactions that should be listed in the
detailed diagnosis of the Healthy transactions measure, every time the test runs. By default, this is set
to 50, indicating that the detailed diagnosis of the Healthy transactions measure will by default list the
top-50 transactions, arranged in the descending order of their response times.

MAX SLOW URLS PER TEST PERIOD - Specify the number of top-n transactions that should be listed in
the detailed diagnosis of the Slow transactions measure, every time the test runs. By default, this is set
to 70, indicating that the detailed diagnosis of the Slow transactions measure will by default list the top-
10 transactions, arranged in the descending order of their response times.
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MAX STALLED URLS PER TEST PERIOD - Specify the number of top-n transactions that should be
listed in the detailed diagnosis of the Stalled transactions measure, every time the test runs. By default,
this is set to 70, indicating that the detailed diagnosis of the Stalled transactions measure will by default
list the top-10 transactions, arranged in the descending order of their response times.

MAX ERROR URLS PER TEST PERIOD - Specify the number of top-n transactions that should be listed
in the detailed diagnosis of the Error transactions measure, every time the test runs. By default, this is
set to 10, indicating that the detailed diagnosis of the Error transactions measure will by default list the
top-10 transactions, in terms of the number of errors they encountered.

ADVANCED SETTINGS — To optimize transaction performance and conserve space in the eG database,
many restraints have been applied by default on the agent’s ability to collect and report detailed
diagnostics. Depending upon how well-tuned your eG database is and the level of visibility you require
into transaction performance, you may choose to either retain these default settings or override them. If
you choose not to disturb the defaults, then set the ADVANCED SETTINGS flag to No. If you want to
modify the defaults, then set the ADVANCED SETTINGS flag to Yes.

POJO METHOD TRACING LIMIT and POJO METHOD TRACING CUTOFF TIME - These parameters will
appear only if the ADVANCED SETTINGS flag is set to ‘true’. Typically, if the MONITORING MODE of
this test is set to Profiler , then, as part of the detailed diagnostics of a transaction, eG reports the
execution time of every POJO, non-POJO, and recursive (i.e. methods that call themselves) method
call that a JVM node makes when processing that transaction. Of these, POJO method calls are the
most expensive, as they are usually large in number. To ensure that attempts made to collect detailed
measures related to POJO method calls do not impact the overall responsiveness of the monitored
transaction, eG, by default, collects and reports the execution time of only the following POJO method
calls:

o Thefirst 1000 POJO method calls made by the target JVM node for that transaction; (OR)

o The POJO method calls that were made by the target JVM node within 10 seconds from the start of
the monitored transaction on that node;

Accordingly, the POJO METHOD TRACING LIMIT is set to 1000 by default, and the POJO METHOD
TRACING CUTOFF TIME is set to 10 (seconds) by default. Of these two limits, whichever limit is
reached first will automatically be applied by eG for determining when to stop POJO tracing. In other
words, once a JVM node starts processing a transaction, the agent begins tracking the POJO method
calls made by that node for that transaction. In the process, if the agent finds that the configured tracing
limit is reached before the tracing cutoff time is reached, then the agent will stop tracking the POJO
method calls, as soon as the tracing limit is reached. On the other hand, if the tracing limit is not
reached, then the agent will continue tracking the POJO method calls until the tracing cutoff time is
reached. At the end of the cutoff time, the agent will stop tracking the POJO method calls. For
instance, if the JVM node makes 1000 POJO method calls within say, 6 seconds from when it began
processing the transaction, then the eG agent will not wait for the cutoff time of 10 seconds to be
reached; instead, it will stop tracing at the end of the thousandth POJO method call, and report the
execution time of each of the 1000 calls alone. On the other hand, if the JVM node does not make over
1000 POJO method calls till the 10 second cutoff expires, then the eG agent continues tracking the
POJO method calls till the end of 10 seconds, and reports the details of all those that were calls made
till the cutoff time.
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Depending upon how many POJO calls you want to trace and how much overhead you want to impose
on the agent and on the transaction, you can increase / decrease the POJO METHOD TRACING LIMIT
and POJO METHOD TRACING CUTOFF TIME specifications.

NON-POJO METHOD TRACING LIMIT — This parameter will appear only if the ADVANCED
SETTINGS flag is set to ‘true’. By default, when reporting the detailed diagnosis of a transaction on a
particular JVM node, this test reports the execution time of only the first 1000 non-POJO method calls
(which includes JMS, JCO, HTTP, Java, SQL, etc.) that the target JVM node makes for that
transaction. This is why, the non-pojo method tracing limit parameter is set to 1000 by default. If you
want, you can change the tracing limit to enable the test to report the details of more or fewer non-
POJO method calls made by a JVM node. While a high value for this parameter may take you closer to
identifying the non-POJO method that could have caused the transaction to slowdown on a particular
JVM node, it may also marginally increase the overheads of the transaction and the eG agent.

RECURSIVE METHOD TRACING LIMIT — This parameter will appear only if the ADVANCED
SETTINGS flag is set to ‘true’. A recursive method is a method that calls itself. By default, when
reporting the detailed diagnosis of a transaction on a particular JVM node, this test reports the
execution time of only the first 1000 recursive method calls (which includes JMS, JCO, HTTP, Java,
SQL, etc.) that the target JVM node makes for that transaction. This is why, the RECURSIVE METHOD
TRACING LIMIT parameter is set to 1000 by default. If you want, you can change the tracing limit to
enable the test to report the details of more or fewer recursive method calls made by a JVM node. While
a high value for this parameter may take you closer to identifying the recursive method that could have
caused the transaction to slowdown on a particular JVM node, it may also marginally increase the
overheads of the transaction and the eG agent.

EXCEPTION STACKTRACE LINES —This parameter will appear only if the ADVANCED SETTINGS
flag is set to ‘true’. As part of detailed diagnostics, this test, by default, lists the first 10 stacktrace
lines of each JavaScript error/exception that it captures on the target JVM node for a specific
transaction, so as to enable easy and efficient troubleshooting. This is why, the EXCEPTION
STACKTRACE LINES parameter is set to 10 by default. If required, you can have this test display more
or fewer stacktrace lines by overriding this default setting.

INCLUDED EXCEPTIONS — This parameter will appear only if the ADVANCED SETTINGS flag is set
to ‘true’. By default, this test flags the transactions in which the following errors/exceptions are
captured, as Error transactions:

« Allunhandled exceptions;
« Both handled and unhandled SQL exceptions/errors

This implies that if a programmatically-handled non-SQL exception occurs in a transaction, such a
transaction, by default, will not be counted as an Error transaction by this test.

Sometimes however, administrators may want to be alerted even if some non-SQL exceptions that
have already been handled programmatically, occur. This can be achieved by configuring a comma-
separated list of these exceptions in the INCLUDED EXCEPTIONS text box. Here, each exception you
want to include has to be defined using its fully qualified exception class name. For instance, your
INCLUDED EXCEPTIONS specification can be as follows: java.lang.NullPointerException,
java.lang.IndexOutOfBoundsException. Note that wild card characters cannot be used as part of
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your specification. Once the exceptions to be included are configured, then this test will count all
transactions in which such exceptions are captured as Error transactions.

IGNORED EXCEPTIONS — This parameter will appear only if the ADVANCED SETTINGS flag is set
to ‘true’. By default, this test flags the transactions in which the following errors/exceptions are
captured, as Error transactions:

« All unhandled exceptions;
« Both handled and unhandled SQL exceptions/errors

Sometimes however, administrators may want eG to disregard certain unhandled exceptions (or
handled SQL exceptions), as they may not pose any threat to the stability of the transaction or to the
web site/web application. To achieve this, administrators can configure a comma-separated list of such
inconsequential exceptions in the IGNORED EXCEPTIONS text box. Here, you need to configure each
exception you want to exclude using its fully qualified exception class name. For instance, your
EXCLUDED EXCEPTIONS specification can be as follows:
java.sql.SQLException,java.io.FileNotFoundException. Note that wild card characters cannot be
used as part of your specification. Once the exceptions to be excluded are configured, then this test
will exclude all transactions in which such exceptions are captured from its count of Error transactions.

IGNORED CHARACTERS — This parameter will appear only if the ADVANCED SETTINGS flag is
set to ‘true’. By default, eG excludes all transaction URLs that contain the \" character from
monitoring. If you want eG to ignore transaction URLs with any other special characters, then specify
these characters as a comma-separated list in the IGNORED CHARACTERS text box. For instance,
your specification can be: \\,&,~

MAX GROUPED URLS PER MEASURE PERIOD - This parameter will appear only if the ADVANCED
SETTINGS flag is set to ‘true’. This test groups URLs according to the MAX URL SEGMENTS
specification. These grouped URLs will be the descriptors of the test. For each grouped URL, response
time metrics will be aggregated across all transaction URLs in that group and reported.

When monitoring web sites/web applications to which the transaction volume is normally high, this test
may report metrics for hundreds of descriptors. If all these descriptors are listed in the Layers tab page
of the eG monitoring console, it will certainly clutter the display. To avoid this, by default, the test
displays metrics for a maximum of 50 descriptors —i.e., 50 grouped URLs alone — in the eG monitoring
console, during every measure period. This is why, the MAX GROUPED URLS PER MEASURE PERIOD
parameter is set to 50 by default.

To determine which 50 grouped URLs should be displayed in the eG monitoring console, the eG BTM
follows the below-mentioned logic:

« Top priority is reserved for URL groups with error transactions. This means that eG BTM first scans
URL groups for error transactions. If error transactions are found in 50 URL groups, then eG BTM
computes the aggregated response time of each of the 50 groups, sorts the error groups in the
descending order of their response time, and displays all these 50 groups alone as the descriptors of
this test, in the sorted order.

« On the other hand, if error transactions are found in only one / a few URL groups — say, only 20 URL
groups — then, eG BTM will first arrange these 20 grouped URLs in the descending order of their
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response time. It will then compute the aggregated response time of the transactions in each of the
other groups (i.e., the error-free groups) that were auto-discovered during the same measure period.
These other groups are then arranged in the descending order of the aggregated response time of
their transactions. Once this is done, eG BTM will then pick the top-30 grouped URLs from this
sorted list.

In this case, when displaying the descriptors of this test in the Layers tab page, the 20 error groups
are first displayed (in the descending order of their response time), followed by the 30 ‘error-free’
groups (also in the descending order of their response time).

At any given point in time, you can increase/decrease the maximum number of descriptors this test
should supportby modifying the value of the MAX GROUPED URLS PER MEASURE PERIOD
parameter.

MAX SQL QUERIES PER TRANSACTION — This parameter will appear only if the ADVANCED
SETTINGS flag is set to ‘true’. Typically, from the detailed diagnosis of a slow/stalled/error transaction
on a JVM node, you can drill down to view the SQL queries (if any) executed by that transaction from
that node and the execution time of each query. By default, eG picks the first 500 SQL queries
executed by the transaction, compares the execution time of each query with the SQL EXECUTION
CUTOFF configured for this test, and displays only those queries with an execution time that is higher
than the configured cutoff. This is why, the MAX SQL QUERIES PER TRANSACTION parameter is set to
500 by default.

To improve agent performance, you may want the SQL EXECUTION CUTOFF to be compared with the
execution time of a less number of queries — say, 200 queries. Similary, to increase the probability of
capturing more number of long-running queries, you may want the sql execution cutoff to be compared
with the execution time of a large number of queries — say, 1000 queries. For this, you just need to
modify the MAX SQL QUERIES PER TRANSACTION specification to suit your purpose.

TIMEOUT- By default, the eG agent will wait for 1000 milliseconds for a response from the eG
Application Server agent. If no response is received, then the test will timeout. You can change this
timeout value, if required.

DD FREQUENCY — Refers to the frequency with which detailed diagnosis measures are to be generated
for this test. The default is 1:1. This indicates that, by default, detailed measures will be generated
every time this test runs, and also every time the test detects a problem. You can modify this
frequency, if you so desire. Also, if you intend to disable the detailed diagnosis capability for this test,
you can do so by specifying none against DD FREQUENCY.

DETAILED DIAGNOSIS — To make diagnosis more efficient and accurate, the eG Enterprise suite
embeds an optional detailed diagnostic capability. With this capability, the eG agents can be configured
to run detailed, more elaborate tests as and when specific problems are detected. To enable the
detailed diagnosis capability of this test for a particular server, choose the On option. To disable the
capability, click on the Off option.

The option to selectively enable/disable the detailed diagnosis capability will be available only if the
following conditions are fulfilled:

« The eG manager license should allow the detailed diagnosis capability
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« Both the normal and abnormalfrequencies configured for the detailed diagnosis measures should not

be 0.

Measures reported by the test:

Measurement Description Meass:lc-::nent Interpretation

All transactions |Indicates  the  totalNumber By comparing the value of this measure
number of requests across transaction patterns, you can
received for transactions identify the most popular transaction
of this pattern during the patterns. Using the detailed diagnosis of
last measurement this measure, you can then figure out
period. which specific transactions of that pattern

are most requested.

For the Summary descriptor, this
measure will reveal the total number of
transaction requests received by the target
JVM during the last measurement period.
This is a good indicator of the transaction
workload on that JVM.

Avg response time|Indicates the average|Secs Compare the value of this measure across
time taken by the patterns to isolate the type of transactions
transactions of this that were taking too long to execute. You
pattern to complete can then use the detailed diagnosis of the
execution. All transactions measure of that group to

know how much time each transaction in
that group took to execute. This will lead
you to the slowest transaction.

For the Summary descriptor, this
measure reveal the average
responsiveness of all the transaction
requests received by the target JVM
during the last measurement period. An
abnormally low value for this measure for!
the Summary descriptor could indicate a
serious processing bottleneck on the
target JVM.

will
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Measurement Description Measll::?Tent Interpretation

Healthy Indicates the number of|Number By default, this measure will report the

transactions healthy transactions of] count of transactions with a response time
this pattern. less than 4000 milliseconds. You can

change this default setting by modifying
the thresholds of the Avg response time
measure using the eG admin interface.
For the Summary descriptor, this
measure will report the total number of
healthy transactions on the target JVM.

Healthy Indicates what|Percent To know which are the healthy

transactions percentage of the total transactions, use the detailed diagnosis of

percentage number of transactions this measure. For the Summary
of this pattern is healthy. descriptor, this measure will report the
overall percentage of healthy transactions

on the target JVM.

Slow transactions |Indicates the number of|[Number By default, this measure will report the
transactions  of this number of transactions with a response
pattern that were slow time higher than 4000 milliseconds and
during the last lesser than 60000 milliseconds. You can
measurement period. change this default setting by modifying

the thresholds of the Avg response time
measure using the eG admin interface.

A high value for this measure is a cause
for concemn, as too many slow
transactions means that user experience
with the web application is poor. For the
Summary descriptor, this measure will
report the total number of slow transactons
on the target JVM. This is a good indicator
of the processing power of the target JVM.

Slow transaction|indicates the average[Secs For the Summary descriptor, this

response time time taken by the slow measure will report the average response
transactions  of this time of all the slow transactions on the
pattern to execute. target JVM.

Slow transactions|Indicates what|Percent Use the detailed diagnosis of this measure
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transactions

transactions of this
pattern that were stalled
during the last
measurement period.

Measurement Description Measll::?Tent Interpretation

percentage percentage of the total to know which precise transactions of a
number of transactions pattern are slow. You can drill down from a
of this pattern is currently slow transaction to know what is causing
slow. the slowness. For the Summary

descriptor, this measure will report the
overall percentage of slow transactions on
the monitored JVM.

Error transactions |Indicates the number ofNumber A high value is a cause for concem, as too
transactions of this many error transactions to a web
pattern that experienced application can significantly damage the
errors during the last user experience with that application. For
measurement period. the Summary descriptor, this measure

will report the total number of error
transactons on the target JVM. This is a
good indicator of how error-prone the target
JVMis.

Error transactions|indicates the average|Secs The value of this measure will help you

response time duration for which the discern if error transactions were also
transactions of this slow. For the Summary descriptor, this
pattern were processed measure will report the average response
before an error condition time of all error transactions on the target
was detected. JVM.

Error transactions|Indicates what|Percent Use the detailed diagnosis of this measure

percentage percentage of the total to isolate the error transactions. You can
number of transactions even drill down from an error transaction in
of this patten is the detailed diagnosis to determine the
experiencing errors. cause of the error. For the Summary

descriptor, this measure will report the
overall percentage of transactions of this
pattern on the target JVM that is currently
experiencing errors.

Stalled Indicates the number of{Number By default, this measure will report the

number of transactions with a response
time higher than 60000 milliseconds. You
can change this default setting by
modifying the thresholds of the Avg
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statement time

execution time of the
slow SQL queries that

were run by the
transactions of this
pattern.

Measurement Description Measll::?Tent Interpretation
response time measure using the eG
admin interface.
A high value is a cause for concern, as too
many stalled transactions means that user
experience with the web application is
poor. For the Summary descriptor, this
measure will report the total number of
stalled transactons on the target JVM.
Stalled Indicates the average|Secs For the Summary descriptor, this
transactions time taken by the stalled measure will report the average response
response time: transactions  of this time of all stalled transactions on the
pattern to execute. target JVM.
Stalled Indicates what|Percent Use the detailed diagnosis of this measure
transactions percentage of the total to know which precise transactions of a
percentage number of transactions pattern are stalled. You can drill down from
of this pattern is stalling. a stalled transaction to know what is
causing that transaction to stall. For the
Summary descriptor, this measure will
report the overall percentage of
transactions of this pattern on the target
JVM that is stalling.
Slow SQL (Indicates the number ofNumber For the Summary descriptor, this
statements slow SQL queries that measure will report the total number of
executed were executed by the slow SQL queries executed by all
transactions  of this transactions to the target JVM.
pattern during the last
measurement period.
Slow SQL|Indicates the average|Secs If there are too many slow transactions of

a pattern, you may want to check the
value of this measure for that pattemn to
figure out if query execution is slowing
down the transactions. Use the detailed
diagnosis of the Slow transactions
measure to identify the precise slow
transaction. Then, drill down from that
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Measurement

Measurement ipti
Description Unit

Interpretation

slow transaction to confirm whether/not
database queries have contributed to the
slowness. Deep-diving into the queries will
reveal the slowest queries and theirimpact
on the execution time of the transaction.

1.5 Key Java Business Transactions Test

For any business-critical application, some transactions will always be considered key from the point of view
user experience and business impact. For instance, in the case of a retail banking web application, fund
transfers executed online are critical transactions that have to be tracked closely for delays / errors, as
problems in the transaction will cost both consumers and the company dearly. Using the Java Key Business
Transactions test, administrators can perform focused monitoring of such critical transactions alone.

For each transaction URL pattern configured for monitoring on a JVM node, this test reports the count of
requests for that transaction pattern, and the count and percentage of transactions of that patten that were
slow / stalling / error-prone. Detailed diagnostics provided by the test highlight the slow / stalled / error
transactions of a pattern, and pinpoint the precise reason why that key transaction slowed down / stalled /
encountered errors - is it because of an inefficient database query? is it because of a processing bottleneck on
the JVM node? or is it owing to slow remote service calls? This way, the test enables you to quickly detect
inconsistencies in the performance of your critical business transactions and accurately isolate its root-cause,
so that you can fix the issues well before users notice them.

Target of the Test: A BTM-enabled JVM
Agent deploying the test : An internal/remote agent

Output of the test: One set of results for each URL pattern configured for monitoring

Test parameters:

1. TEST PERIOD - How often should the test be executed

2. HOST - The host for which the test is to be configured
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3. BTM PORT -Specify the port number specified as BTM_Port in the btmOther.props file on the JVM
node being monitored. If the JVM is being monitored in an agent-based manner, then the
btmOther.props file will be in the <EG_AGENT_INSTALL_DIR>\lib\bm directory.

4. URL PATTERNS - Provide a comma-separated list of PatternName:URLPattern pairs to be monitored.
The PattemName can be any name that uniquely identifies the pattern. These PattenNames will be the
descriptors of this test. For the URLPattern, you can either provide the exact URL to be monitored , or
can provide a pattern. For instance, if you want to monitor requests to distinct and specific web pages -
say, login.jsp and payment.jsp of a web application - then you can specify the exact URL of these web
pages as your URL PATTERNS . In this case your specification will
be, Login:/web/login.jsp, Payment:/web/payment.jsp. On the other hand, if you want to monitor requests
to all payment-related web pages in a web application - say, payment.jsp, creditcardpayment.jsp,
debitcardpayment.jsp, onlinepayment.jsp, and more - and you want the metrics to be grouped under a
single head called Payment, then you can specify a pattern instead of the exact URL. In this case, your
URL PATTERNS specification will be Payment:*payment*. The leading '™ in the specification signifies
any number of leading characters, while the trailing "*' signifies any number of trailing characters. This
means that the specification in our example will track requests to all pages with names that contain the
word payment. Your URLPattern can also be *expror expr* or *expr1*expr2* or expr1*expr2, etc.

5. KEY EXCLUDED PATTERNS - By default, this test does not track requests to the following URL
patterns:

* ttf, *.otf, *.woff, *.woff2, *.eot, *.cff, *.afm, *.lwfn, *ffil, *.fon, *.pfm, *.pfb, *.std, *.pro, *.xsf, *jpg,
*jpeg, *jpe, *jif, *jfif, *jfi, *.jp2, *j2k, *jpf, *.jpx, *jpm, *jxr, *.hdp, *.wdp, *.mj2, *.webp, *.gif, *.png,
*.apng, *.mng, *tiff, *.tif, *.xbm, *.bmp, *.dib, *.svg, *.svgz, *mpg, *.mpeg, *.mpeg2, *.avi, *.wmv,
*.mov, *.rm, *.ram, *.swf, *flv, *.0gg, *.webm, *mp4, *.ts, *.mid, *.midi, *.rm, *.ram, *.wma, *.aac,
*.wav, *.0gg, *mp3, *.mp4, *.css, *Js, *.ico|/egurkha*

If required, you can remove one/more patterns from this default list, so that such patterns are
monitored, or can append more patterns to this list in order to exclude them from monitoring.

6. METHOD EXEC CUTOFF (MS)— From the detailed diagnosis of slow/stalled/error transactions, you can
drill down and perform deep execution analysis of a particular transaction. In this drill-down, the
methods invoked by that slow/stalled/error transaction are listed in the order in which the transaction
calls the methods. By configuring a METHOD EXECUTION CUTOFF, you can make sure that methods
that have been executing for a duration greater the specified cutoff are alone listed when performing
execution analysis. For instance, if you specify 5 here, then the Execution Analysis window for a
slow/stalled/error transaction will list only those methods that have been executing for over 5
milliseconds. This way, you get to focus on only those methods that could have caused the slowness,
without being distracted by inconsequential methods. By default, the value of this parameter is set to
250 ms.

7. SQL EXECUTION CUTOFF (MS) — Typically, from the detailed diagnosis of a slow/stalled/error
transaction on a JVM node, you can drill down to view the SQL queries (if any) executed by that
transaction from that node and the execution time of each query. By configuring a SQL EXECUTION
CUTOFF, you can make sure that queries that have been executing for a duration greater the specified
cutoff are alone listed when performing query analysis. For instance, if you specify 5 here, then for a
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slow/stalled/error transaction, the SQL Queries window will display only those queries that have been
executing for over 5 milliseconds. This way, you get to focus on only those queries that could have
contributed to the slowness. By default, the value of this parameter is set to 10 ms.

HEALTHY URL TRACE — By default, this flag is set to No. This means that eG will not collect detailed
diagnostics for those transactions that are healthy. If you want to enable the detailed diagnosis
capability for healthy transactions as well, then set this flag to Yes.

MAX HEALTHY URLS PER TEST PERIOD — This parameter is applicable only if the HEALTHY URL
TRACE flag is set to ‘Yes’. Here, specify the number of top-n transactions that should be listed in the
detailed diagnosis of the Healthy transactions measure, every time the test runs. By default, this is set
to 50, indicating that the detailed diagnosis of the Healthy transactions measure will by default list the
top-50 transactions, arranged in the descending order of their response times.

MAX SLOW URLS PER TEST PERIOD - Specify the number of top-n transactions that should be listed in
the detailed diagnosis of the Slow transactions measure, every time the test runs. By default, this is set
to 10, indicating that the detailed diagnosis of the Slow transactions measure will by default list the top-
10 transactions, arranged in the descending order of their response times.

MAX STALLED URLS PER TEST PERIOD - Specify the number of top-n transactions that should be
listed in the detailed diagnosis of the Stalled transactions measure, every time the test runs. By default,
this is set to 70, indicating that the detailed diagnosis of the Stalled transactions measure will by default
list the top-10 transactions, arranged in the descending order of their response times.

MAX ERROR URLS PER TEST PERIOD - Specify the number of top-n transactions that should be listed
in the detailed diagnosis of the Error transactions measure, every time the test runs. By default, this is
set to 10, indicating that the detailed diagnosis of the Error transactions measure will by default list the
top-10 transactions, in terms of the number of errors they encountered.

ADVANCED SETTINGS — To optimize transaction performance and conserve space in the eG database,
many restraints have been applied by default on the agent’s ability to collect and report detailed
diagnostics. Depending upon how well-tuned your eG database is and the level of visibility you require
into transaction performance, you may choose to either retain these default settings or override them. If
you choose not to disturb the defaults, then set the ADVANCED SETTINGS flag to No. If you want to
modify the defaults, then set the ADVANCED SETTINGS flag to Yes.

POJO METHOD TRACING LIMIT and POJO METHOD TRACING CUTOFF TIME - These parameters will
appear only if the ADVANCED SETTINGS flag is set to ‘true’. Typically, if the MONITORING MODE of
this test is set to Profiler , then, as part of the detailed diagnostics of a transaction, eG reports the
execution time of every POJO, non-POJO, and recursive (i.e. methods that call themselves) method
call that a JVM node makes when processing that transaction. Of these, POJO method calls are the
most expensive, as they are usually large in number. To ensure that attempts made to collect detailed
measures related to POJO method calls do not impact the overall responsiveness of the monitored
transaction, eG, by default, collects and reports the execution time of only the following POJO method
calls:

« Thefirst 1000 POJO method calls made by the target JVM node for that transaction; (OR)

« The POJO method calls that were made by the target JVM node within 10 seconds from the start of
the monitored transaction on that node;
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Accordingly, the POJO METHOD TRACING LIMIT is set to 1000 by default, and the POJO METHOD
TRACING CUTOFF TIME is set to 10 (seconds) by default. Of these two limits, whichever limit is
reached first will automatically be applied by eG for determining when to stop POJO tracing. In other
words, once a JVM node starts processing a transaction, the agent begins tracking the POJO method
calls made by that node for that transaction. In the process, if the agent finds that the configured tracing
limit is reached before the tracing cutoff time is reached, then the agent will stop tracking the POJO
method calls, as soon as the tracing limit is reached. On the other hand, if the tracing limit is not
reached, then the agent will continue tracking the POJO method calls until the tracing cutoff time is
reached. At the end of the cutoff time, the agent will stop tracking the POJO method calls. For
instance, if the JVM node makes 1000 POJO method calls within say, 6 seconds from when it began
processing the transaction, then the eG agent will not wait for the cutoff time of 10 seconds to be
reached; instead, it will stop tracing at the end of the thousandth POJO method call, and report the
execution time of each of the 1000 calls alone. On the other hand, if the JVM node does not make over
1000 POJO method calls till the 10 second cutoff expires, then the eG agent continues tracking the
POJO method calls till the end of 10 seconds, and reports the details of all those that were calls made
till the cutoff time.

Depending upon how many POJO calls you want to trace and how much overhead you want to impose
on the agent and on the transaction, you can increase / decrease the POJO METHOD TRACING LIMIT
and POJO METHOD TRACING CUTOFF TIME specifications.

NON-POJO METHOD TRACING LIMIT — This parameter will appear only if the ADVANCED
SETTINGS flag is set to ‘true’. By default, when reporting the detailed diagnosis of a transaction on a
particular JVM node, this test reports the execution time of only the first 1000 non-POJO method calls
(which includes JMS, JCO, HTTP, Java, SQL, etc.) that the target JVM node makes for that
transaction. This is why, the non-pojo method tracing limit parameter is set to 1000 by default. If you
want, you can change the tracing limit to enable the test to report the details of more or fewer non-
POJO method calls made by a JVM node. While a high value for this parameter may take you closer to
identifying the non-POJO method that could have caused the transaction to slowdown on a particular
JVM node, it may also marginally increase the overheads of the transaction and the eG agent.

RECURSIVE METHOD TRACING LIMIT — This parameter will appear only if the ADVANCED
SETTINGS flag is set to ‘true’. A recursive method is a method that calls itself. By default, when
reporting the detailed diagnosis of a transaction on a particular JVM node, this test reports the
execution time of only the first 1000 recursive method calls (which includes JMS, JCO, HTTP, Java,
SQL, etc.) that the target JVM node makes for that transaction. This is why, the RECURSIVE METHOD
TRACING LIMIT parameter is set to 1000 by default. If you want, you can change the tracing limit to
enable the test to report the details of more or fewer recursive method calls made by a JVM node. While
a high value for this parameter may take you closer to identifying the recursive method that could have
caused the transaction to slowdown on a particular JVM node, it may also marginally increase the
overheads of the transaction and the eG agent.

EXCEPTION STACKTRACE LINES —This parameter will appear only if the ADVANCED SETTINGS
flag is set to ‘true’. As part of detailed diagnostics, this test, by default, lists the first 10 stacktrace
lines of each JavaScript error/exception that it captures on the target JVM node for a specific
transaction, so as to enable easy and efficient troubleshooting. This is why, the EXCEPTION
STACKTRACE LINES parameter is set to 10 by default. If required, you can have this test display more
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or fewer stacktrace lines by overriding this default setting.

INCLUDED EXCEPTIONS — This parameter will appear only if the ADVANCED SETTINGS flag is set
to ‘true’. By default, this test flags the transactions in which the following errors/exceptions are
captured, as Error transactions:

« Allunhandled exceptions;
« Both handled and unhandled SQL exceptions/errors

This implies that if a programmatically-handled non-SQL exception occurs in a transaction, such a
transaction, by default, will not be counted as an Error transaction by this test.

Sometimes however, administrators may want to be alerted even if some non-SQL exceptions that
have already been handled programmatically, occur. This can be achieved by configuring a comma-
separated list of these exceptions in the INCLUDED EXCEPTIONS text box. Here, each exception you
want to include has to be defined using its fully qualified exception class name. For instance, your
INCLUDED EXCEPTIONS specification can be as follows: java.lang.NullPointerException,
java.lang.IndexOutOfBoundsException. Note that wild card characters cannot be used as part of
your specification. Once the exceptions to be included are configured, then this test will count all
transactions in which such exceptions are captured as Error transactions.

IGNORED EXCEPTIONS — This parameter will appear only if the ADVANCED SETTINGS flag is set
to ‘true’. By default, this test flags the transactions in which the following errors/exceptions are
captured, as Error transactions:

« All unhandled exceptions;
« Both handled and unhandled SQL exceptions/errors

Sometimes however, administrators may want eG to disregard certain unhandled exceptions (or
handled SQL exceptions), as they may not pose any threat to the stability of the transaction or to the
web site/web application. To achieve this, administrators can configure a comma-separated list of such
inconsequential exceptions in the IGNORED EXCEPTIONS text box. Here, you need to configure each
exception you want to exclude using its fully qualified exception class name. For instance, your
EXCLUDED EXCEPTIONS specification can be as follows:
java.sql.SQLException,java.io.FileNotFoundException. Note that wild card characters cannot be
used as part of your specification. Once the exceptions to be excluded are configured, then this test
will exclude all transactions in which such exceptions are captured from its count of Error transactions.

IGNORED CHARACTERS — This parameter will appear only if the ADVANCED SETTINGS flag is
set to ‘true’. By default, eG excludes all transaction URLs that contain the \" character from
monitoring. If you want eG to ignore transaction URLs with any other special characters, then specify
these characters as a comma-separated list in the IGNORED CHARACTERS text box. For instance,
your specification can be: \\,&,~

MAX GROUPED URLS PER MEASURE PERIOD - This parameter will appear only if the ADVANCED
SETTINGS flag is set to ‘true’. This test groups URLs according to the MAX URL SEGMENTS
specification. These grouped URLs will be the descriptors of the test. For each grouped URL, response
time metrics will be aggregated across all transaction URLs in that group and reported.
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When monitoring web sites/web applications to which the transaction volume is normally high, this test
may report metrics for hundreds of descriptors. If all these descriptors are listed in the Layers tab page
of the eG monitoring console, it will certainly clutter the display. To avoid this, by default, the test
displays metrics for a maximum of 50 descriptors —i.e., 50 grouped URLs alone — in the eG monitoring
console, during every measure period. This is why, the MAX GROUPED URLS PER MEASURE PERIOD
parameter is set to 50 by default.

To determine which 50 grouped URLs should be displayed in the eG monitoring console, the eG BTM
follows the below-mentioned logic:

« Top priority is reserved for URL groups with error transactions. This means that eG BTM first scans
URL groups for error transactions. If error transactions are found in 50 URL groups, then eG BTM
computes the aggregated response time of each of the 50 groups, sorts the error groups in the
descending order of their response time, and displays all these 50 groups alone as the descriptors of
this test, in the sorted order.

« On the other hand, if error transactions are found in only one / a few URL groups — say, only 20 URL
groups — then, eG BTM will first arrange these 20 grouped URLs in the descending order of their
response time. It will then compute the aggregated response time of the transactions in each of the
other groups (i.e., the error-free groups) that were auto-discovered during the same measure period.
These other groups are then arranged in the descending order of the aggregated response time of
their transactions. Once this is done, eG BTM will then pick the top-30 grouped URLs from this
sorted list.

In this case, when displaying the descriptors of this test in the Layers tab page, the 20 error groups
are first displayed (in the descending order of their response time), followed by the 30 ‘error-free’
groups (also in the descending order of their response time).

At any given point in time, you can increase/decrease the maximum number of descriptors this test
should supportby modifying the value of the MAX GROUPED URLS PER MEASURE PERIOD
parameter.

MAX SQL QUERIES PER TRANSACTION — This parameter will appear only if the ADVANCED
SETTINGS flag is set to ‘true’. Typically, from the detailed diagnosis of a slow/stalled/error transaction
on a JVM node, you can drill down to view the SQL queries (if any) executed by that transaction from
that node and the execution time of each query. By default, eG picks the first 500 SQL queries
executed by the transaction, compares the execution time of each query with the SQL EXECUTION
CUTOFF configured for this test, and displays only those queries with an execution time that is higher
than the configured cutoff. This is why, the MAX SQL QUERIES PER TRANSACTION parameter is set to
500 by default.

To improve agent performance, you may want the SQL EXECUTION CUTOFF to be compared with the
execution time of a less number of queries — say, 200 queries. Similary, to increase the probability of
capturing more number of long-running queries, you may want the sql execution cutoff to be compared
with the execution time of a large number of queries — say, 1000 queries. For this, you just need to
modify the MAX SQL QUERIES PER TRANSACTION specification to suit your purpose.

TIMEOUT- By default, the eG agent will wait for 1000 milliseconds for a response from the eG
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Application Server agent. If no response is received, then the test will timeout. You can change this
timeout value, if required.

DD FREQUENCY — Refers to the frequency with which detailed diagnosis measures are to be generated
for this test. The default is 1:1. This indicates that, by default, detailed measures will be generated
every time this test runs, and also every time the test detects a problem. You can modify this
frequency, if you so desire. Also, if you intend to disable the detailed diagnosis capability for this test,
you can do so by specifying none against DD FREQUENCY.

DETAILED DIAGNOSIS — To make diagnosis more efficient and accurate, the eG Enterprise suite
embeds an optional detailed diagnostic capability. With this capability, the eG agents can be configured
to run detailed, more elaborate tests as and when specific problems are detected. To enable the
detailed diagnosis capability of this test for a particular server, choose the On option. To disable the
capability, click on the Off option.

The option to selectively enable/disable the detailed diagnosis capability will be available only if the
following conditions are fulfilled:

« The eG manager license should allow the detailed diagnosis capability

« Both the normal and abnormalfrequencies configured for the detailed diagnosis measures should not
be 0.

Measures reported by the test:

Measurement Description Measllj;eirent Interpretation

All transactions Indicates the  total|[Number By comparing the value of this measure
number of requests across transaction patterns, you can
received for transactions identify the most popular transaction
of this pattern during the patterns. Using the detailed diagnosis of
last measurement this measure, you can then figure out
period. which specific transactions of that pattern

are most requested.

Avg response time|Indicates the average|Secs Compare the value of this measure across
time taken by the patterns to isolate the type of transactions
transactions of this that were taking too long to execute. You
pattern to complete can then use the detailed diagnosis of the
execution. All transactions measure of that group to

know how much time each transaction in
that group took to execute. This will lead
you to the slowest transaction.
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response time

duration for which the
transactions of this
pattern were processed
before an error condition
was detected.

Measurement Description Measllj::Tent Interpretation

Healthy Indicates the number of|Number

transactions healthy transactions of
this pattern.

Healthy Indicates what|Percent To know which are the healthy

transactions percentage of the total transactions, use the detailed diagnosis of

percentage number of transactions this measure.
of this pattern is healthy.

Slow transactions |Indicates the number ofNumber This measure will report the number of
transactions  of this transactions with a response time higher
pattern that were slow than the configured SLOW TRANSACTION
during the last CUTOFF (MS). A high value is a cause for
measurement period. concern, as too many slow transactions

means that user experience with the web
application is poor.

Slow transaction|indicates the average|Secs

response time time taken by the slow
transactions  of this
pattern to execute.

Slow transactions|Indicates what|Percent Use the detailed diagnosis of this measure

percentage percentage of the total to know which precise transactions of a
number of transactions pattern are slow. You can drill down from a
of this pattern is currently slow transaction to know what is causing
slow. the slowness.

Error transactions |[Indicates the number ofNumber A high value is a cause for concemn, as too
transactions of this many error transactions to a web
pattern that experienced application can significantly damage the
errors during the last user experience with that application.
measurement period.

Error transactions|indicates the average|Secs The value of this measure will help you

discemn if error transactions were also
slow.
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execution time of the
slow SQL queries that
were run by the
transactions of this
pattern.

Measurement Description Measllj::Tent Interpretation
Error transactions|indicates what|Percent Use the detailed diagnosis of this measure
percentage percentage of the total to isolate the error transactions. You can
number of transactions even drill down from an error transaction in
of this pattem s the detailed diagnosis to determine the
experiencing errors. cause of the error.
Stalled Indicates the number of[Number This measure will report the number of
transactions transactions  of this transactions with a response time higher
pattern that were stalled than the configured STALLED
during the last TRANSACTION CUTOFF (MS). A high
measurement period. value is a cause for concern, as too many
stalled transactions means that user
experience with the web application is
poor.
Stalled Indicates the average|Secs
transactions time taken by the stalled
response time: transactions of this
pattern to execute.
Stalled Indicates what|Percent Use the detailed diagnosis of this measure
transactions percentage of the total to know which precise transactions of a
percentage number of transactions pattern are stalled. You can drill down from
of this pattern is stalling. a stalled transaction to know what is
causing that transaction to stall.
Slow SQL |Indicates the number ofNumber
statements slow SQL queries that
executed were executed by the
transactions  of this
pattern during the last
measurement period.
Slow SQL|Indicates the average|Secs If there are too many slow transactions of

a pattern, you may want to check the
value of this measure for that pattern to
figure out if query execution is slowing
down the transactions. Use the detailed
diagnosis of the Slow transactions
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Measurement

Description

Measurement
Unit

Interpretation

measure to identify the precise slow
transaction. Then, drill down from that
slow transaction to confirm whether/not
database queries have contributed to the
slowness. Deep-diving into the queries
will reveal the slowest queries and their
impact on the execution time of the
transaction.

1.6 Detailed Diagnostics
By reporting detailed diagnostics on transaction responsiveness and errors, eG Enterprise not only points you
to the slow/stalled/error transaction URLSs, but also reveals what could be causing the slowness/errors.

Figure 1.29 reveals detailed diagnosis of the Avg response time measure of the OrderProcessing grouped
URL of the Java Business Transactions test.

All Transaction Snapshots for OrderProcessing

TRANSACTION USER REQUEST TIME URI TOTAL REMOTE HOST QUERY THREAD INFO
EXPERIENCE RESPONSE STRING
TIME (ms)

May 04, 2016 03:33:44

Q

May 04, 2016 03:38:37

05/04/16 03:32:41 IST

JEasyKartfCheckPrice...

9035

192.168.11.189

http-bio-8780-exec-14[1...

Q 05/04/16 03:37:08 IST JEasyKart/CheckPrice... 905 192.168.11.189 - http-bio-8780-exec-14[1. .

Q 05/04/16 03:36:38 IST JEasyKart/CheckPrice... 903 192.158.11.189 - http-bio-8780-exec-14[1. .

Q 05/04/16 03:36:41 IST JEasyKart/CheckPrice... Q05 192.168.11.189 - http-bio-8780-exec-14[1...
May 04, 2016 03:44:04

Q 05/04/16 03:41:42 IST JEasyKart/CheckPrice... 903 192.158.11.189 - http-bio-8780-exec-14[1. .

Q 05/04/16 03:42:58 IST JEasyKart/CheckPrice... 905 192.168.11.189 - http-bio-8780-exec-14[1. .

May 04, 2016 03:48:40

Page |[1 of 20 Displaying 1 - 10 of 198

Figure 1.29: Detailed diagnosis of the Avg response time measure of the Java Business Transactions test

The detailed diagnosis reveals the individual transaction URLs in the grouped URL that users requested for,
the total response time of each transaction, the client (remote host) from which each transaction request was
received, the thread executing the transaction, and the query string of the transaction URL. The per-
transaction response time displayed in Figure 1.29 includes the following:

« The total time for which the transaction request was processed by the target JVM and by other

BTM-enabled JVMs in the transaction path thereafter, until the time the response for that
transaction request was sent out by the target JVM,;
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« The time taken by external calls (SQL query / HTTP / JMX / Java / JMS / SAP JCO / async) to
other JVMs or backends in the transaction path;

Additionally, the overall experience of the users with each transaction — whether it is slow, stalled, or error - is
also revealed in the TRANSACTION USER EXPERIENCE column. The per-transaction statistics are also
sorted in the descending order of the transaction response time, starting with the slowest transaction and
ending with the healthiest one. In the event that the Avg response time of a grouped URL registers an
abnormally high value, you can use these detailed metrics to quickly and accurately identify the exact
transaction in the group that is significantly contributing to the poor user experience with the group.

Similar diagnostics are also available for the Slow transaction percentage, Stalled transaction percentage,
and Error transaction percentage measures of the Java Business Transactions test. With the help of these

detailed measures, you will be able to quickly and accurately identify the slow, stalled, and error transactions
in a grouped URL.

Once a slow/stalled transaction is revealed, the next question is what is causing the transaction to slowdown.
Transaction responsiveness can be impacted by any of the following factors:

« Aninefficient database query run by the target JVM node;
« In a multi-dVM environment, a time-consuming POJO / non-POJO method called by any JVM node;
« Apoorly responsiveness remote service call made by the target JVM node;

With the help of illustrated examples, the links below describe how drill-downs from the detailed diagnostics
enable accurate isolation of the root-cause of a transaction slowdown / errors in a transaction.

Detailed Diagnostics Revealing that an Inefficient Database Query is the Reason for a Slow Transaction

Detailed Diagnostics Revealing that a Slow JVM Node is Causing Transactions to Slowdown

Detailed Diagnostics Revealing the Root-cause of an Error Transaction

Detailed Diagnostics Revealing that a Remote Service Call is the Reason Why a Transaction Slowed Down

1.6.1 Detailed Diagnostics Revealing that an Inefficient Database
Query is the Reason for a Slow Transaction

Let us consider the example of the EasyKart web application, which enables users to quickly shop for
products. Say that this web application has been deployed on the Oracle WeblLogic server, EasyKart:80.
Users of EasyKart complained that every time they tried to browse the catalog of products on the EasyKart
web site, the response was very poor. Using eG’s Java Business Transactions test of the EasyKart:80
Oracle WebLogic server, you can promptly capture this anomaly! As you can see in Figure 1 below, the Java
Business Transactions test has accurately captured and reported that the Slow transactions percentage for
the /EasyKart/BrowseProducts.jsp transaction is 100%. This means that 100% of the requests for the
EasyKart/BrowseProducts.jsp transaction were serviced slowly (see Figure 1)!
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o Java Business Transactions - /EasyKart/BrowseProducts.jsp

Q (S[>
«  All transactions (Number) 7
« Avg response time (Msecs) 23847 1429
« Healthy transactions (Mumber) 0
« Healthy transactions percentage (%) 0
+  Slow transactions (Number) 7
+ Slow transactions response time (Msecs) 23847 1429
Slow transactions percentage (%) 100

Error transactions {(Number) 0

<

Errar transactions response time (Msecs) 0

Error transactions percentage (%) 0

Stalled transactions (Mumber) 0
«  5talled transactions response time (Msecs) 0

Stalled transactions percentage (36 0

- - L
IIII - | &

«  50L statements executed (Mumkber) r

Figure 1.30: The Layers tab page indicating that all requests for /EasyKart/BrowseProducts.jsp were slow
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To know which request received the slowest response, click the DIAGNOSIS icon against the Slow
transactions percentage measure in 1.6.1. Figure 1.31 will then appear listing all the transaction requests that
were slow, the time at which each request was sent, the total response time of every request, the client from
which the, request was received, the query string of the transaction URL, and the thread executing the
request.

Slow Transaction Snapshots for Easykart

TRANSACTION USER REQUEST TIME URI TOTAL REMOTE HOST QUERY THREAD INFO
EXPERIENCE RESPONSE STRING
TIME (ms)

May 05, 2016 06:21:22

Q 05/05/16 06:18:23 IST JEasyKart/BrowseProduc. .. 26682 192.168.8.77 - http-bio-8780-exec-14[1. ..
Q 05/05/16 06:19:42 IST JEasyKart/BrowseProduc. .. 25560 192.168.11.1 .. - http-bio-8780-exec-14[1. ..
Q 05/05/16 06:18:46 IST JEasyKart/BrowseProduc... 25560 192.168.11.1 . - http-bio-8780-exec-14[1 ..
Q 05/05/16 06:19:51 IST JEasyKart/BrowseProduc. .. 24376 192.168.11.1 .. - http-bio-8780-exec-14[1. ..
Q 05/05/16 06:19:55 IST JEasyKart/BrowseProduc... 24007 192.168.8.16 - http-bio-8780-exac-14[1 ..
Q 05/05/16 06:19:40 IST JEasyKart/BrowseProduc. .. 20104 192.168.8.121 - http-bio-8780-exec-14[1. ..
Q 05/05/16 06:18:42 IST JEasyKart/BrowseProduc. .. 13011 192.168.11.2 . - http-bio-8780-exec-14[1. ..
Page |[1 of 1 Displaying 1 - 7 of 7

Figure 1.31: Detailed Diagnosis of the Slow transactions percentage measure

Since the requests are arranged in the descending order of their response time, a quick look at the detailed
diagnostics will lead you to the precise request that is the slowest. But, why is response to this request slow?
To answer this question, click the ‘magnifying glass’ icon against Slow in the TRANSACTION USER
EXPERIENCE column of the slowest request (i.e., the topmost request in Figure 1.31).

Figure 1.32 will then appear revealing the cross-application flow of the slow transaction. This flow diagram
clearly reveals the following:

« The JVMs and backends through which the transaction travelled,;

« The time for which the transaction request was processed at each BTM-enabled JVM; note that this time
will not be computed for JVMs that are in the transaction path, but are not BTM-enabled and
those that are BTM-enabled but are not managed by eG;

« The time consumed by external calls made by the transaction and the number of times each type of call
was made;
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Cross Application Transaction Flow for /EasyKart/BrowseProducts. jsp received on 05/05/16 06:48:23 IST

TRANSACTION SNAPSHOT
User Experience :

: 26682 ms

Execution Time

Slow Segment

23242 ms.

. Database Query execution
on Customer Orders took

@ M5 (5
66 ms

Click to view tier-wise
response time break up . I I

@ Java
. 1122 ms
* ’
P LY E
User Oracle WebLogic

EasyKart:30

Zoom in /| Zoom out
slider

@ HTTP Call
36 ms

https:/ /.

& HTTP Call
1664 ms

@ Web Servica
62 ms

https:/

N Toric |
s

ActiveMO
Email Alert

&
Remaote Call
addressvalidationservice:443

& Java

151 ms

-

Oracle Weblogic
OrderProcessing:80

' E
Remaote Call
mastercard. merchantsite: 443

Database Query
23242 ms

€ M5 (5)

319 ms

.

(@

Oracle Database
Customer Orders

goveue ]

ActiveMQ
OrderQueue

Figure 1.32: Cross-application transaction flow

Using conventional color codes and intuitive icons, the transaction flow chart precisely pinpoints where the
transaction slowed down. In the case of Figure 1.32 above, from the color-coding it is clear that the Database
Query executed by the Oracle WebLogic server — OrderProcessing:80 - is taking a long time for execution.
The question now is which query is this. To determine that, click on Database Query in Figure 1.32.

Drilling down from Database Query in Figure 1.32 automatically opens the list of SQL Queries executed by
the slow transaction in question (see Figure 1.33). The execution time of each query and what percentage of
the total response time of the transaction each query is consuming will be displayed here. From Figure 1.33, it
is evident that a SELECT DISTINCT specials. . . query is taking over 230000 milliseconds for execution —
this is apparently 98.02% of the total response time of the target transaction. This time-consuming query is
what is causing the transaction to slow down. To view the complete query, click on that query in the SQL

Queries list of Figure 1.33. The detailed query will then be displayed in the Query section of Figure 1.33.
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Call Drill Down for [EasyKart/SearchResults jsp on OrderProcessing 80

1 slow SOL Queries

= summary SQL Queries
Execution Analysis UERY EXECUTION

o QUERY DETAILS 3% TIME ERROR DATABASE

TYPE TIME (ms}
@ Hot Spots

SELECT SELECT DISTINCT specials.special.. 23242 | 98.02% | - 192.168.10.1 ..
B S0L Queries
[EX Error Details
[E] Remote Call Details

<
Query

SELECT DISTINCT specials.specials_new_products_price, specials.status, specials_expires_date, specials_starts_date,
products.products_date_added, products. products_date_avallable, products products_date_expiry,
products.products_id, products products_image, products.products_image2, products products_image3,
products.products_image4, products product_image_dir, products product_uuid, products. products_model,
products.products_price, products.products_price_1, products.products_price_2, products.products_price_3,
products.products_ordered, products.products_quantity, products. products_status, products products_invisible,
products. products_weight, products.product_length, products.product_width, products.product_depth, products.rating,
products.number_reviews, products.products_tax_class_id, products.products_sku, products.products_type,
products. products_file_path, products.payment_schedule_id, products.products_content_type, products.customl,
products.custom2, products.custom3, products.custom4, products.custom3, products.customé, products.custom?,
products.custom8, products.custom9, products.custom10, products.custom1Dec, products.custom2Dec,

nrodurts customiint nroducts custom2Int nroducts store id oroducts max downlonad davs

Figure 1.33: Analyzing the slow query

This way, using a short sequence of mouse clicks, you have zeroed-in on the source of the transaction

slowness.

The TRANSACTION SNAPSHOT section in Figure 1.32 leads you to the same root-cause, without
requiring any clicks! The details provided by this section are as follows:

« User Experience: The user experience with the BrowseProducts transaction; in our example, this is Slow
« Execution Time: The total response time of the BrowseProducts transaction;

« Slow Segment: Where exactly the BrowseProducts transaction slowed down;
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From the Slow Segment display, it is evident that a database query executed by the BrowseProducts.jsp
transaction on the Customer Orders database took over 23000 millisecs for execution, thereby slowing down
the entire transaction! This corroborates our findings from the cross-application transaction flow and the
subsequent query analysis.

Now, click on the down-arrow button at the bottom tip of the TRANSACTION SNAPSHOT section (as
indicated by Figure 1.32). Doing so will reveal a tier-wise breakup of the transaction response time (see Figure
1.34). This way, you can quickly compare response time across tiers, and accurately isolate where the
bottleneck lies —in this case, it is in the database queries.

Click to close
TRANSACTION SNAPSHOT D+—— the transaction
| snapshot
User Experience
Execution Time - 26682 ms
Slow Segment * Database Query execution
on Customer Orders took
23242 ms.
Click to close
Tier Execution Time Breakup : the tier-wize
breakup
Java Database Queries Remote Calls
1273 ms 23242 ms 2167 ms
- =

Figure 1.34: Tier-wise response time breakup

To close the tier-wise breakup, click on the up arrow button indicated by Figure 1.34.
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You can even close the transaction snapshot pop-up if you want to by clicking on the =/ button alongside the
title TRANSACTION SNAPSHOT (as indicated by Figure 1.34).

Let us now revisit the cross-application flow diagram of the BrowseProducts transaction. You can use the top-
down slider at the bottom, left corner of the flow diagram (as indicated by Figure 1.32) to zoom your diagram in
and out.

Moreover, by default, the time spent by the transaction at every point cut is reported in milliseconds in the flow
diagram. You can reconfigure the flow diagram to express the time spent as a percentage of total transaction
response time instead. For this, first click the button at the right, top corner of the flow diagram. The options

-

More Options

depicted by 1.6.1 will then appear.

Time spent in ms

Time spent in %

All
Component type

Component name

Figure 1.35: Expressing the time spent at every point cut as a percentage of total transaction response time

Uncheck the Time spent in ms check box in 1.6.1 and select the Time spent in % check box to make sure
that the response time at every point cut is displayed as a percentage of total transaction response time. The
percentage will enable you to better judge where the transaction spent maximum time.

You can also choose the Component type or Component name options in 1.6.1 to have the component
type only or the component name only (as the case may be) displayed for each of the nodes in the cross-
application transaction flow. By default, both component type and name will be displayed for each node.

Let us now explore the Summary section of the call drill down. For that, click the Summary option in the left
panel of Figure 1.33. Figure 1.36 will appear.

81



Introduction

Call Drill Down for [EasyKart/SearchResults_jsp on OrderProcessing:80

= Summary Summary

Execution Analysis Total Processing time : 23712 ms

@) Hot Spots URL - /EasyKart/SearchResults.jsp
F!ﬂ SOL Queries Component : Oracle WebLogic (OrderProcessing:80)
IEE‘x Error Details Breakup of Processing Time :

Java (this node) Remote Calls (database, others)

Ef Remote Call Details
151 ms

W OrderProcessing..

TRANSACTION DETAILS

URL JEasyKart/SearchResults.jsp

Request Time 05/05/16 08:43:11 IST

Business Transaction JEasyKart/BrowseProducts.jsp

User Experience (Cwerall)

Java Processing Status on CrderPr...

Total Processing Time 23712 ms (Transaction was slower than the slow thresheold of 4000 ms)
Component OrderProcessing:80

Remote Host 192.168.11.77

Query String -

Session 1D C204F96392BEDCA4ECT4117A096664DF

Thread Name http-bio-8780-exec-14

Figure 1.36: A summary of the performance of the JVM node, OrderProcessing:80

The Summary section provides a quick summary of the performance of the monitored transaction,
EasyKart/BrowseProducts.jsp, on the JVM node that executed the slow database query — i.e., the Oracle
WebLogic server, OrderProcessing:80.

From the Summary, you can infer that the BrowseProducts transaction was processed for a total of 23712

milliseconds on the OrderProcessing:80. If you take a look at the transaction topology now (see Figure 1.37),
you will be able to understand that this processing time is the sum of the following:

« The time for which the transaction was processed internally by the Oracle WebLogic server — 151
ms

o The time taken by OrderProcessing:80 to execute a database query for the transaction and
retrieve results — 23242 ms

« The time taken by OrderProcessing:80 to make a JMS call to a messaging server and pull data
from the message queue OrderQueue — 319 ms
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Cross Application Transaction Flow for /EasyKart/BrowseProducts jsp received on 05/05/16 06:48:23 IST L nl
TRANSACTION SNAPSHCT
User Experience
Execution Time @ 26682 ms
e . @ NS ) N ToPiC |
ow Segment . Database Query execution 66 ms s
on Customer Orders took Acti
27 ctiveMQ
23242 ms. Email Alert
@ HTTP Call ,&
56
G Java e ms
. 1122 ms Remote Call
hitps:/ /addressvalidati rice:44
I - \ , E ps: addressvalidationservice. s -
y. 23242 —
Sum\ Y E =
User Oracle WebLogic 151 ms Oracle Database
EasyKart80 Customer Orders
@ HTTP Call .
1664 ms ’
Oracle WebLogic
OrderProcessing:80 o
IMS (5)
@.
+ ActiveMQ
OrderCueue
@ Web Service N @
62 ms Q
= Remote Call
https:/ /mastercard. merchantsite:443

Figure 1.37: How the total processing time of the transaction on OrderProcessing:80 is computed

The Breakup of Processing Time section in Figure 1.36 clearly indicates how the Total Processing time
is computed. From this section, you can also glean where the slowdown originated — within the JVM node? Or
when making external calls from the JVM node? In the case of our example, the problem is with the remote
calls.

Next, take a look at the URL displayed in the Summary section. As you can see, while the Business
Transaction continues to be BrowseProducts.jsp, the URL is EasyKart/SearchResults.jsp. When tracing a
transaction, if an HTTP call is made by a JVM node to another, then eG BTM not only discovers the type of
call made, but also discovers the URL that was called.

This means that in the case of our example, when the user accessed the EasyKart/BrowseProducts.jsp on
the EasyKart:80 server, the BrowseProducts page made an HTTP call to the OrderProcessing:80 server and
hit the URL EasyKart/SearchResults.jsp. eG accurately discovered the exact URL that the BrowseProducts
transaction accessed on the OrderProcessing:80 server and displayed that URL - i.e,,
EasyKart/SearchResults.jsp — against URL in Figure 1.36. Additionally, the Summary section also reports
the Query String of the URL, the Session ID of the session in which the transaction is processed on the
OrderProcessing:80 server, and Thread Name of the thread that processes the transaction.

The Summary section also differentiates between the overall User Experience of a transaction and the Java
Processing Status of that transaction on a particular JVM node. In the case of our example, the Summary
section clearly reveals that the User Experience of the tranaction is Slow. At the same time, eG has also
detected that the transaction slowdown is not owing to the OrderProcessing:80 server —i.e., the slowness did
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not occur because of a processing bottleneck on the OrderProcessing:80 server. This is why, eG maintains
that the Java Processing Status of the OrderProcessing:80 server is Healthy.

1.6.2 Detailed Diagnostics Revealing that a Slow JVM Node is Causing
Transactions to Slowdown

Let us consider the example of the BTMDemoFiles web application, where the following transactions are

either slow or stalled.

All Transaction SAagshots for ManagerTomaat

TRANSACTION USER EXPERIENCE  REQUEST TIME AL TOTARESONE | ReMOTEHOST T —

g 01, 2016 13:46:02 =

A Aug 01, 2016 13:44:16 15T ETMDermaFiles Ca, to,single_ database esdpont jsp 65006 seamoat Wetp= 707714551

Aug 01, 2016 14:4026
fuxg 01,2026 34:3852 BT /ETMDemoFiles FirstPages jsp 42555 ocamost - hetp=2077- 71621

Aug 01, 2016 143922

Aug 01, 2016 13:4507

Ml 26, 2016 223057

I 27,2016 100514

Figure 1.38: Detailed diagnosis of the Avg response time measure

Let us focus on the slow /BTMDemoFiles/FirstPage8.jsp in Figure 1.38. To zoom into the transaction, click on
it. The flow of the FirstPage8.jsp transaction will then be displayed as depicted by Figure 1.39.

Cross Application Transaction Flow for /BTMDemoFiles /FirstPage8 jsp received on Aug 01, 2016 14:38:32 IST " = E
]
TRANSACTION SNAPSHOT
User Experience
Execution Time 42555 ms.
Slow Segment Multiple SLOW calls found . )
. L The Tomcat server where transaction processing
slowed down

Figure 1.39: The cross-application flow of the FirstPage8.jsp transaction

From the transaction flow, it is evident that the transaction slowed down in 3 JVM nodes. By comparing the
time the transaction spent in all 3 nodes, it can be inferred that maximum delay occurred on the Tomcat
server, Tomcat193_8181:8181. The question now is what type of processing on the Tomcat server delayed
the transaction in question. A closer look at the Tomcat server icon in Figure 1.39 will answer this question as
well! As indicated by Figure 1.39, the Tomcat193 8181:8181 server processed Java methods synchronously
for over 30000 milliseconds and asynchronously for over 2000 milliseconds. Comparing the two execution
times points the needle of suspicion towards the synchronous Java calls made by the Tomcat server. If so,
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which exact Java method is slowing down the transaction? To identify the same, let us zoom into the Tomcat
server by clicking on it in Figure 1.39. An intermediate window depicted by Figure 1.40 will then appear.

Cross Application Transaction Flow for /BTMDemoFiles/FirstPages jsp received on Aug 01, 2016 14 38:32 15T P n

TRANSACTION SNAPSHOT
User Experience
Execution Time : 42555 ms
Slow Seament Multiple SLOW calls found X
Select a call to drilldown into
Call Type Source Start Time Self Time Execution
(ms) Time {ms}

Synchronous  MansgerTomeat 7077  Aug 01,2016 14383215T 31721 35901

Asynchron This Node 2008 8516

Figure 1.40: An intermediate modular window

This intermediate window will appear only under the following circumstances:

« If a node receives and processes multiple synchronous / asynchronous requests from one/more
external sources; and/or

« If one/more asynchronous threads are invoked by a node in response to requests to it;

Typically, from this window, you will be able to quickly determine the number of synchronous and
asynchronous calls that a particular JVM node processed. In the case of our example, we can clearly infer
from the intermediate window that the Tomcat193_8181:8181 server executed a single synchronous call and
a single asynchronous call.

For each synchronous and asynchronous call, this window will also display the self execution time and total
execution time of that call. Self execution time is the time it took for the synchronous/asynchronous call to
perform Java processing alone. Total execution time is the time taken by the synchronous/asynchronous call
to perform both Java and non-Java (eg., HTTP, Database, etc.) processing. By comparing the self and total
execution times across calls, you will be able to accurately identify the exact call that took too long to
execute, the call type, and whether such a call was slow in processing Java or non-Java. Accordingly, we can
clearly deduce from the intermediate window of Figure 1.40 that the synchronous calls made by the
Tomcat193 8181:8181 server in our example performed Java processing for a much longer time than desired.
To be able to precisely identify the exact Java method that caused the delay, click on the synchronous call
in Figure 1.40.

Figure 1.41 will then appear.
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Call Drill Down for /BTMDemoFilesSyncAsyncHTTPDemo8_1.jsp on Tomcar193_8151:8181

= Summary Execution Analysis
) ) for the request /BETMDemaoFiles/SyncAsyncHT TPDemoB_1.jsp on Tomeat193_B181:8181 (Tomcat) at Au

- Execution Analysis !

@ Hot Spots

= Shkow 50L Queries NE%

[ ] Jaa Azync
EX Error Details
| & wTTPCall
£ Remote Call Details ks
Es5T SELF TOTAL
CALL TYPE PROCESSING EXECUTION EXECUTION TRACE DETAILS
TIME ims) TIME ims)
4

Java - D48N | 172 35901 T » org.apache tomcat. websocket server WsFilter_ doFilt
Java | 0% | 1 1 {, com.dynatrace. diagnostics agent.introspection. ue
Java - 0% | 1] 2 i, s COM, dynatrace, disgnostics. agent. introlpection. &
Java 001N | 2 2 A com.dynatrace diagnostics.agent.introspection
Java BER ] 1 4. w com singularity ee agent appagent kermel boatim
Java L ] 1 4, s« com singularity.ee.agent.appagent. kernel bod
Java EEE 1 1 com.singularity. ee_agent_appagent.services)
Java BEERS 1 1 4, com.dynatrace, dizgnostics agentintraspection. sen
Java 0% 0 2 4, s com.singularity.ee agent.appagent services.bcien
Java 0% ] 2 4w cOM_Singularity.ee.agent appagent services.b

Figure 1.41: The call graph of the synchronous call

Figure 1.41 provides a detailed Execution Analysis of the synchronous call. As part of this analysis, a pie
chart is presented that quickly reveals the percentage of time the Tomcat server in our example spent
processing the server's Java code and making external JMS / SAP JCO / SQL query calls. The table below
the pie chart in Figure 1.41 lists the exact methods that performed Java processing or made the remote calls.
A quick look at this table reveals that the Java method,
org.apache.tomcat.websocket.server.WsFilter.doFilter (ServletRequest,ServletResponse, FilterChain),
invoked a series of child methods and external calls, which together took 35901 milliseconds to execute.
Scrolling down the table (seeFigure 1.42) points you to exact Java method that took maximum execution time.
In the case of our example, it is the sun.net.www.protocol.http.HttpURLConnection.connect() method, which
took over 20000 milliseconds for execution.
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Call Dnll Down for /ETMDemoFiles /SyncAsyncHT TPDemo8_1.jsp on Tomcatl93_8181:8181

[§ Summary Execution Analysis
£ Exccution Anslysis for the request /BTMDemaoFiles fSyncAsyncHTTPDemo8_ 1 js5p on Tomcat193_8181:8181 (Tomcat) at Au.
{§ Hot Spats
= Slow 50L Queries 1NE%
® o ® Async
EX Error Details
@ HTTFCa
B Remote Call Details BEA4X
EUES [ U® | ) ¥, W COM_SINGUIENTY S8 30enT Sppagent. Senicy
Java | 0% | o 2 4 s COM.Singularity &2 AgEnt ADPAgEnt. S&
i Java | 0% ] 1 A, w com.singularity.ee agent. appagen
lawva | 0% | 1 1 A com.singularity.ee agent.appags
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IM'-'HC 4 | 0% ] 1 1 i, jawa.lang Thread stam [Thread-15-61]
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I HrTPCal &, HEEEEE e [ 0.02% | 3 §  ww.protocol hitp. HpURLConnection
1 o |

Figure 1.42: The Execution Analysis window pointing you to exact method that contributed to the slowness

Interestingly, Figure 1.42 also reveals that the parent Java method made an asynchronous (Async) call as
well. Is it the same call that took over 8000 milliseconds for execution, as per the intermediate window of
Figure 1.407? Let's find out. For that, click on the magnifying glass icon adjacent to the call type 'Async' in
Figure 1.42. Figure 1.43 will then appear.
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Call Drill Down for [BETMDemoFiles fSyncAsyncHTTPDemo8_1.jsp on Tomcarl93_8181:8181

Summary Asyne Call

e fram [BTMDemaFiles/SyncAsyncHTTPDemoE_L.jsp on Tomcatl93_8181.8181 at Aug 01, 2016 14:38:3
Haot Spots
Slone S0OL Queeries

Error Details

Remote Call Details

REQUEST SELF TOTAL
CALL TYPE EXECUTION | EXECUTION | TRACE DETALS
PROCESSING TIME (ms) TIME {m:s)
2006 B516 e com_eq. HitpfyAsync.runi
o 2 w SUR_NEL W protacol hitp HipURLConnection gel

2 b i, sun.net.www.protocol hitp. HitpURLConnection.c

I HTTP Call 3, X G508 0 4l Sun netwww protoced hitp HiepURLConsection getin

Figure 1.43: The Execution Analysis of the Async call

The Async call executed a Java method that totally took 8516 ms to execute. This is the same execution time
that the Async call displayed in the intermediate window of Figure 1.40 has registered. This proves that both
calls are one and the same! The intermediate window also reveals that the asynchronous call is slow as well.
The Execution Analysis window points you to an HTTP call that this asynchronous thread made that took
over 6500 seconds! It is clear that it is this HTTP call that slowed down the asynchronous processing!

This way, eGBTM enables you to diagnose the root-cause of slowness in your synchronous and
asynchronous calls using just a few mouse clicks!

1.6.3 Detailed Diagnostics Revealing the Root-cause of an Error
Transaction

The detailed diagnosis of the Error transactions measure reveals the complete URLs of the error transactions
of a particular business transaction pattern. The total response time of each error transaction and the time at
wihich every such transaction was requested can be ascertained from the detailed diagnosis. To zoom into
the nature of the error and where it occurred, click on the ‘magnifying glass’ icon against the corresponding
‘Error’ icon in the TRANSACTION USER EXPERIENCE column of Figure 1.44.
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Error Transaction Snapshots for EasyKart

TRANSACTION USER REQUEST TIME URI

EXPERIENCE

May 09, 2016 08:41:12
(x| Error JoN 05/09/16 08:38:36 IST [EasyKart/StoreLocato...
(x| Error JSN 05/09/16 08:38:14 IST [EasyKart/StareLocato...

TOTAL
RESPONSE
TIME (ms)

25013

25013

REMOTE HOST QUERY

STRING

THREAD INFO

192.168.11.189 -

192.168.11.189 =

http-bio-8730-exec-14[1. ..

http-bio-8780-exec-14[1. ..

Figure 1.44: The detailed diagnosis of the Error transactions measure

1.6.3 will then appear, which will chart the entire path of the error transaction end-to-end. Using conventional
color-codes, this visual representation will accurately pinpoint where the error has occurred

TRANSACTION SNAPSHOT

User Experience -
Execution Time :© 25013 ms

Error Segment  © NullPointerException on

EasyKart:80

Q Java

’ _d%

EasyKart:80

1560 ms _—

Oracle WebLogic ~~

@ HTTP Call

@ HTTP Call

_— 84 ms

2 ms

Cross Application Transaction Flow for /EasyKart/StoreLocator. jsp received on 05/09/16 08:38:36 IST

&
Remote Call
https:/faddressvalidationservice:443

Java
23367 ms

' o

Oracle WeblLogic
OrderProcessing:80

xvsﬁl

Figure 1.45: The error transaction path revealing where the error has occurred

In the example of 1.6.3 above, the error seems to have occurred on the EasyKart:80 (Oracle WebLogic) server
being monitored. To know what the error is, click on the EasyKart:80 serverin 1.6.3.

Figure 1.46 that appears next opens an Error Details section, which displays the complete details of the

error.
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Call Drill Down for /EasyKart/StoreLocator_jsp on EasyKart:80

Summary Error Details

Execution Analysis
javaJlang.MullPointerException

Hot Spots
S0QL Queries at org.apache.jsp.StoreLocator_jsp._jspService(ExpDemo_jsp.java:104)
at org.apache jasper.runtime HttplspBase service{HtiplspBase java: 70)
=% Error Details at javax.serviethttp HttpServiet service(HitpServlet java: 717)

at org.apache jasper.serviet JspServietWrapper.service(IspServietWrapper java:388)

at org.apache_ jasper.servlet JspServiet.service]spFile(lspServiet java:313)

at org.apache_ jasper.serviet JspServiet.service()spServiet java:260)

at javax.serviet.http. HutpServiet.service(HitpServlet java: 717)

at org.apache.catalina.core ApplicationFilterChain.internalCoFilter(ApplicationFilterChain_java:290)
at org.apache.cataling.core. ApplicationFilterChain.doFilter{ApplicationFilterChain.java: 206)

at org.apache.catalina.core StandardWrapperValve invoke{StandardWrapperValve java: 233)

E Remote Call Details

java.sgl.SOLException: ORA-01652: unable to extend temp segment by 128 in tablespace TEMP

at oracle jdbc driver DatabaseError throwSqlException{DatabaseError java:125)

at oracle jdbc driver T4CTTloer. processError(T4CT Tloer java:316)

at oracle jdbc.driver T4CTTloer.processError(TACT Tloer_java:282)

at oracle jdbc driver T4C8Call.receive(T4CE0all java:639)

at oracle jdbc.driver T4CPreparedStatement.doQall3(T4CPreparedStatement. java: 185)

at oracle jdbc.driver. T4CPreparedStatement.execute_for_rows(T4CPreparedStatement. java:633)

at oracle jdbc.driver.OracleStatement.doExecuteWithTimeout{OracleStatement. java: LOSE)

at oracle. jdbc.driver.OraclePreparedStatement.executelnternal{OraclePreparedStatement. java: 2984)
at oracle jdbc driver OraclePreparedStatement_executeUpdate(OraclePreparedStatement. java: 3057)
at com.sunopsis.sgl.SnpsQuery.executelpdate(SnpsQuery. java)

Figure 1.46: Error details

1.6.4 Detailed Diagnostics Revealing that a Remote Service Call is the
Reason Why a Transaction Slowed Down

According to Figure 1.47 below, slowness has been detected in 9 transactions of the pattern,
/EasyKart/PaymentPage.jsp. To know the exact URLs of the slow transactions, click on the ‘magnifying
glass’ icon against Slow transactions in Figure 1.47.

x EasyKart-ECommerce-Site Last Measurement Time : Dec 26, 2015 15:54:40

€3 Java Business Transactions - /EasyKart/PaymentPage.jsp i 28
O Appl Transactions Overall Statistics
v 3 Java Business Transactions Al transactions (Number) s Q &
X /EasyKart/AddToCart jsp o/ Avg response time (Msacs) 2779.2222 | )
X [EasyKart/BrowseProducts jep  Healtny transactions (Number) 0 Q £
X EasyKart/CheckOrderStatus jsp Slow Statistics
X [Easyart/Login.jsp X Slow transactions (Number) ] Q &
X /EasyKart/PaymentPage.jsp W/ Slow transactions response time (Msscs) 2779.2222 [ £
X /EasyKart/StoreLocator.jsp ——
[Easykart/Search.jsp  Error transactions (Number) 0 Q | &
[EasyKart/ShippingPage.jsp / Error transactions response time (Msecs) 0 | £
Stalled Statistics
 Stalled transactions (Number) 0 Q &
 Stalled transactions response time (Msecs) 0 |
SOL Statistics
SOL statements executed (Number) 9 [ €5
/  S0L statement time (Msecs) 2779.2222 o 4

Entry point JVM Qverall Statistics

Figure 1.47: The Layers tab page revealing that 9 transactions of the pattern /EasyKart/PaymentPage.jsp are slow
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Figure 1.48 will then appear listing the slow transactions URLs. To drill down to the source of the slowness of
any of these transactions, click on the ‘magnifying glass’ icon alongside the ‘Slow’ icon of that transaction.

Component

EasyKart-ECommerce-5Site:To w

Timeline

Latest w

TRANSACTION
USER
EXPERIENCE

REQUEST TIME

Dec 23, 2015 15:30:38

e Dec 23, 2015
i Y
15:28:27 IST

Dec 23, 2015
15:29:25 IST

yel

Dec 23, 2015
15:28:11IST

}:)

Dec 23, 2015
15:28:38 IST

yel

Dec 23, 2015
15:27:46 IST

}:)

Dec 23, 2015
Q
15:28:06 IST

Page |1 of 1

Test

Java Business Transac w

Slow Transaction Snapshots for EasyKart-ECommerce-Site

URI

[EasyKart/PaymentPage jsp

[EasyKart/PaymentPage jsp

[EasyKart/PaymentPage jsp

[EasyKart/PaymentPage jsp

[EasyKart/PaymentPage jsp

[EasyKart/PaymentPage jsp

Measured By
192.168.9.193 w

TOTAL RESPONSE TIME (ms)

8628

8581

8395

8699

3144

3487

Descriptor

[EasyKart/PaymentPac

REMOTE HOST

192.168.11.189

192.168.11.189

192.168.11.189

192.168.11.189

192.168.11.189

192.168.11.189

Measurement

‘QUERY STRING

Slow transactions w

THREAD INFO

hitp-bio-8780-exec-14[12455]

hittp-bio-8780-exec-14[12456]

hitp-bio-8780-exec-14[12455]

hittp-bio-8780-exec-14[12456]

hitp-bio-8780-exec-14[12455]

hittp-bio-8780-exec-14[12456]

Figure 1.48: Detailed diagnosis listing the slow transactions of the pattern /EasyKart/PaymentPage.jsp

Figure 1.49 will then appear depicting how the transaction flows across the JVM and non-JVM nodes in its
path. From Figure 1.49, it is clear that a Web service call made by the Tomcat OrderProcessing serverto a
mastercard site in the backend — probably for processing a credit card payment - is slowing down the

transaction.
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Cross Application Transaction Flow for /EasyKart/PaymentPage jsp received on Dec 23, 2015 15:28:27 IST "= ul

TRANSACTION SNAPSHOT [—|
User Experience :

Execution Time : 8628 ms

Slow Segment  © Web Service execution on @ Database Query , &
WEBSERVICE- ) _135ms L
http://mastercard.merchant Q@ Java -

" 751 ms Oracle Database
site:443 took 6449 ms. _— Customer Orders
TTP Call »
.._04 ms l_'— ~-
S Tomcat .
p g OrderProcessing © s &)
tame oveue
@ Java s
1194 ms ActiveMQ
. OrderQueue
0 N @ HTTP Call »
Lumh & 16 ms
User Tomcat \\ Remote Call
EasyKart-ECommerce-Site http:/ /addressvalidationservice:443
+

Web Service N
6449 ms

Remote Call
http:/ /mastercard.merchantsite:443

o o

Figure 1.49: Cross-application transaction flow depicting that the problem is with the Web Service call

To know more about this call, click the Web Service icon in Figure 1.49. A Remote Call Details window will
then open listing all the remote calls made by the Tomcat OrderProcessing server. From this window you can
infer that the Web Service call made to the mastercard site is consuming nearly 75% of the transaction
execution time. As you can see, a few quick mouse clicks from a Slow transaction in Figure 1.48 has lead you
to the precise web service call that is delaying the transaction.
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Call Drill Down for [EasyKart/PaymentPage.jsp on EasyKart-ECommearce-Site

Summary Remote Call Details

Execution Analysis

WEE SERVICE
Hot Spots

TYPE DETAILS Time (ms} % TIME OPERATION
Web Service mastercard.merchantsite fwebservice... 6449 7475 % creditcardservice

SQL Queries
E¥ Error Details

=" Remote Call Details HTTP CALL

TYPE DETAILS Time (ms) % TIME METHOD
HTTP Call http:/{192.168.9.22:NULL /EasyKart/CheckPrice jsp 969 11.23% POST
HTTP Call http://addressvalidationservice:443 [Info/Validate. .. 16 019 % POST

Figure 1.50: List of remote service calls made by the Tomcat OrderProcessing server
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Conclusion

This document has clearly explained how eG Enterprise monitors Business Transactions. For more
information on eG Enterprise, please visit our web site at www.eginnovations.com or write to us at
sales@eginnovations.com.
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