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Chapter 1: Introduction

Chapter 1: Introduction

To continue to meet the needs of the Web Application Server industry, JEUS Web Application
Server supports a robust cloud environment with added performance enhancements and advanced
features. The JEUS server is also fully compliant with Java EE 6 and fine tuned for appliances.
JEUS provides a variety of enterprise system functions such as transaction control, session
management, and distributed session clustering. JEUS’ hierarchical structure maximizes flexibility
and extensibility and enables the effective and easy use of business logic. In addition, because
JEUS meets the latest full Java EE 6 specifications, JEUS includes an improved lightweight and
flexible Java, scalability and developer productivity. Any issue with the functioning of the JEUS
server, if not troubleshooted on time, can rupture the very core of these business- critical
applications, causing infrastructure downtime and huge revenue losses. This justifies the need for
continuously monitoring the external availability and internal operations of the JEUS server. This is
where eG Enterprise helps administrators to fulfill their duty in this regard.

eG Enterprise provides a specialized monitoring model to continuously monitor the performance of
the JEUS server, so that service level slippages are minimized and user satisfaction with the
overlying business services is maximized.
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Chapter 1: How Does eG Enterprise Monitor JEUS Web
Application Server?

eG Enterprise can monitor a JEUS web application server in an agent-based or an agentless
manner. In case of the agentless approach, the remote agent used to monitor the JEUS web
application server should be deployed on a remote Windows host in the environment. The eG agent
should be configured to connect to the JRE used by the JEUS server for pulling out the metrics
pertaining to its performance. To enable the eG agent to connect to JRE of the JEUS server, a set of
pre-requisites should be fulfilled. These requirements are provided in the following section.

1.1 Pre-requisites for Monitoring JEUS Web Application Server

To enable the eG agent to connect to JEUS web application server and pull out the metrics
pertaining to its performance, the following pre-requisites should be fulfilled;

« The jar files available in the JEUS install directory should be copied to the eG agent installed host.
To know the jar files to be copied, refer to Section 1.2.

« Enable JMX support for the JEUS web application server, so that the eG agent can connect to the
JRE of the server and pull out performance metrics. The steps for doing the same have been
elaborately discussed in Section 1.3.

« Toconnect to the target server, the eG agent:

o Requires Administrator permissions; for this, you need to configure the eG agent with the
credentials of a user who is part of the Administrators group on the JEUS web application
server. It is recommended that a new user be created on the server for this purpose and added
to the Administrators group. The procedure for creating this user is provided in Section 1.4.

o Requires access to the JNDI binding objects on the target server; for this, you need to make
sure that the Administrator role is granted the permission to access the JNDI binding objects on
the target web application server. Refer to the Section 1.5 for more details on granting resource
permissions to the Administrator role.

« Ifrequired, you can also use eG Enterprise to track and report on the health of the Java business
transactions to the target JEUS web application server. To enable Java business transaction
monitoring, follow the steps discussed in Section 1.6.
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1.2 Copying the files required for monitoring the JEUS Web
Application Server

To enable the eG agent to monitor the JEUS web application server, certain jar files available in the
[JEUS install directory\lib\system] directory should be copied to the <EG_AGENT_INSTALL_
DIR>\agent\lib directory. The jar files to be copied are given below:

 javaee.jar
 jeus.jar

« jeusapi.jar

« jeusjaxb.jar

« jeus-network.jar
e jeus-tm.jar

« jeusutil.jar

« jmxremote.jar

If you are monitoring the JEUS Web application server version 8, you will also have to copy the jeus-
management.jar from <JEUS_INSTALL_DIRECTORY\lib\system folder and jclientjar from
<JEUS_INSTALL_DIRECTORY>\lib\client folder to the <EG_AGENT_INSTALL_DIR>\agent\lib
directory.

After copying all the required files, remember to restart the eG agent.
1.3 Enabling JMX Support for the JEUS Web Application Server
To enable JMX support for the JEUS web application server, follow the steps discussed below;

1. Connect to the admin server of the JEUS web application server using the following URL:
http:\\<Admin_server_IP>:<AdminServerPort/webadmin/login

2. InFigure 1.1 that appears, enter the credentials to login to the JEUS7 WebAdmin console.
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€ ) O f 1921683243973/ webadminflogin

¢

Q Search

JEUS

®

Application Server
TmaxSoft JEUS' WebAdmin

D

Password

administrator

Copyright® TmaxSoft Co,, Ltd, All Rights Reserved

‘TmaxSoft

Figure 1.1: Specifying the credentials

3. Upon successful login, the JEUS7 WebAdmin console will appear as shown in Figure 1.2.

JEUS

Home Environmel

jeus_domain

Domain
Session
Clusters
Servers
Applications
Security
Resources
Monitoring
Console

System Status

Runtime View

Apply Changes

Undo All Changes

=l Servers Failed @ | Standby ¢ | Running 2 | Shutdown @ | Suspended @ | Other &
Semver Status Engine
adminServer(x) RUNNING(73:07:32) A el
serverT RUNNING(71:13:50) D (8 7
server2 RUNNING{01:55°30) e ]

| Data Source

database @

L& Applications

@/ Clusters

* Resource Manage

Message Bridge

Mail Source

Domain Basic Information

. Domain Security Configuration
’ Configuration &
. Userand Group Management
. Management [5

. AutoLock Envirenment Cenfiguration
. Configuration &

The JEUS 7 WebAdmin Guide
is available as a web resource.

- o
Node Configuration SolE
h toring
+ Threads nonitoring
< Transactions monitoring

Figure 1.2: The administration console of the JEUS Web Application Server

4. From the left panel of Figure 1.2, choose the Servers option. This will invoke Figure 1.3.

Configuration Site Map  Logout
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Home Environment Configuration = Site Map  Logout

strator | JEUS 7.0 (Fix#3) | ad
HISTORY v
jeus_domain Servers
=
Domain
Session -
Clusters O Servers
S
erver Name Status PID Need To Restart Command &
Applications
adminServer (=] RUNNING (73 17824 false start k= &

Security
P serverl RUNNINC false start || stop ) -
Monitoring server2 RUNNING 37016 false start || stop =1 &
Console

System Status

Figure 1.3: The Servers page

5. Inthe Servers page that appears, the list of servers that were created by the administrator will be
displayed. From the list, click on the name of the server for which the JVM monitoring should be
enabled and click on the Lock & Edit button in the left panel to modify configuration details.
Doing so, will open the Server screen containing the configuration parameters as shown in

Figure 1.4.

administrator | JEUS 7.0 (Fix#3) | adminSens

jeus_domain

Domain
Session
Clusters
Servers
Applications
Security
Resources
Monitoring
Console
System Status &=
—

p727222)

Runtime View

II 111

Lock & Edit

Home Environment Configuration = Site Map  Logout

JEUS_

Connection time : 2 Maon) PM O 2 IST

HISTORY

[a]el

Server

Basic Resource Engine

ResRef | NamingServer | Gms | System Thread Pool | Svstem Logging | UserLlogging | Tm Config

To modify the configuration of the current page. click [Lock & Edit]. T

=

5 Dynamic Configuration ¥ Reguired items

Name #
Log Home
e path setin the logaer's file handler will override this value. This settin
a appli ackup logs.
Node Name
The node to which the server belongs. The node includes machine and host information.

Action On Resource Leak Warning

Data Source Remote Lookup

Engine Init On Startup

Figure 1.4: The detailed JEUS Configuration for a domain
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Note that the name of the server for which the JVM monitoring is enabled should be specified
against the SERVERNAME parameter in the SPECIFIC TEST CONFIGURATION page of the eG

administrative interface.

6. Next, check for the JVM Config details in the Server screen (see Figure 1.5).

Use Web Engine
. . [default: true] Option %o use 3 Web engine for the server.
Administrator’s
manual Use Ejb Engine

@ Domains [default: true] Option to use an EIB engine for the server
[FServers  See more Use Jms Engine
[default: true] Option to use a IMS engine for the server

% Jvm Config

VM setting

Jvm Option “Xmx1024m -XX:MAXPeImajze=128m

The configurati

listed SId_EI._h

WData Sources
A valid data source in the server or cluster
Data Source Noitems are available
A data source ID that is valid in the server or dluster.
% Custom Resource Refs
A valid resource on a server or cluster

Name Noitems are available
1D of a valid resource

% External Resource Refs
A valid resource in the server or cluster.

Name

= options will be applied in the

Figure 1.5: Editing the JVM Config details

7. Inthe JMX Option text box of the JVM Config section, append the lines given below:

- Dcom. sun.management . jmxremote.port=16666 - Dcom.sun.management. jmxremote.ssl=false

Dcom. sun.management . jmxremote.authenticate=false

Dcom. sun.management . jmxremote.host=192.168.8.243 -

Here,
JMX Portis 16666,
JMX Remote hostis 192.168.8.243

8. Finally, click OK button to save the JMX configuration changes.

9. Next, click on the Resource tab in the Servers page. This will invoke the Listeners page.
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JEUS““ Home Environment Configuration Site Map ~ Logout

administrator | JEUS 7.0 (Fix#3) | adminSel Wb Anication Sonar

) . . HISTORY
jeus_domain Llsteners
QEBEE
Domain
.
Session
Clusters A )
Basic | Resource Engine
Servers
o | stener ~ JmsResource | Imx Manager | Scheduler | Lifecycle Invocation | External Resource ‘
Applications =
Security £3 Dynamic Configuration #&Reguired items m Reset || Delete
Resources Base BASE
Monitoring
Console

System Status

: B

— ¢ O Listener

7 Name Address to Listen At Listener Port
0 BASE 5738
i

Figure 1.6: The Listeners page

10. To add a listener, click the Add button under the Listener section (see Figure 1.6). Doing so will

invoke Figure 1.7. Then, specify a unique name for the listener to be created in the Name text
box.
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Home Environment Configuration  Site Map  Logout

administrator | JEUS 7.0 (Fix#3) | adminServer(19.

) . HISTORY -~
jeus_domain |_|Stener
‘ =
Domain
)
Session
Clusters . .
Basic Resource Engine
Servers
Jms Resource | Jmix Manager | Scheduler | Lifecycle Invocation | External Resource |
Applications
£3 Dynamic Configuration % Reauired items - —
Security 55 Dynamic Configuration Reguired items OK Reset
Resources Name ¥ mylistener
L The unified listener D
Manitoring
Listen Address
Console - . .
helPa multiple IP addresses will be used. In a virtual multicasting e
System Status nviranm e

Listen Port 9299

[— .
efault: 9736] Th e u er_By default, port 9736 will be used. When multiple servers are run
[defaul ]| Th defaul Il b d. Wh Itipl
777777 ning on the same machi s opti quired
— Use Nio
: [default: true] Option to use Java NIO Selector and non-blocking 1/0. This setting is applied 1o all services that use
o this listener
e
Runtime Vi
— [default: 1] Numb
to the number of C

Undo All Changes Use Dual Selector

[default: false] Cption to use sepal

ectors for read and write operations when {use-nio) of the unified listen

Figure 1.7: Creating a Listener

11. Then, enter the port number in the Listener Port text box and click the OK button to save the
changes. Upon successful creation of the listener, Figure 1.8 will appear stating that the listener

was created successfully and the newly added listener will be displayed under the Listener
section.
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JEusa Home Environment Configuration Site Map  Logout
ots Acpication Sevver Co fi

administrator | JEUS 7.0 (Fix#3) | adminSer Mon) IST

) . . HISTORY

jeus_domain LlStenerS

QEOEE

Domain

. Help [2]]
Session

) Creation was successful.
Clusters
Servers . .
Basic Resource Engine
Applications
‘ stener ™ ImsResource | Jmx Manager | Scheduler | Lifecycle Invocation | External Resource

Security

&5 Dynamic Configuration  # Reguired items
Resources

Monitoring Base BASE =]
Console

System Status

,— esel Jelele
] a Listener
0
[ Name Address to Listen At Listener Port Add+
BASE 5738 Dekete B
[ ronime e I - —

Apply Changes

Figure 1.8: A message stating successful creation of the Listener

12. Next, click on the JMX Manager tab in the Resource menu of the Listeners page. In the JMX
Manager page that appears, check the JMX Connector check box as shown in Figure 1.9.



Chapter 1: How Does eG Enterprise Monitor JEUS Web Application Server?

JE “ Home Environment Configuration = Site Map  Logout

administrator | JEUS 7.0 ( Wb Aooicaion Senver

(Mon) PM 06 IsT

) HISTORY ~~
jeustdonain Jmx Manager
D @EE
Domain
‘
Session
Clusters . .
Basic Resource Engine
semvers
L | Listener | Jms Resource Scheduler | Lifecycle Invocation | External Resource
Applications
R —
SE‘CUI’“‘;’ £5 Dynamic Configuration % Required items Reset Delete
Resources Html Adaptor Port
o The HTML adapter port. This is used to access the adapter with 2 Web browser.
Monitoring
Miet urd
Console

System Status

The MLet URL to register with the MBean server

W mx ConNector (] sf—

The JMX connector used by other server processes to access the server. The JEUSMP connector is used by default

¥ Jmx

The JMXMPF connector to use as the JMX connector
Runtime Vi 3 =
——— |L|stene Ref mylistener
Apply Changes Tie reference name of the uniied listener that the JMAMP connector will use.

I“ Ll
SiiEl

Undo All Changes

Figure 1.9: Specifying JMX Connector details

13. Select the listener, which you have created, from the Listener Ref drop down list under the JMX
Connector section (see Figure 1.9).

14. While monitoring the JEUS Web Application server 7 and below, check the Rmi Connector
check box to specify the details about the reference export name (which is mandatory) of an RMI
connector to use as a JMX connector. The details should be specified as shown in Figure 1.10.

4
T

——

The reference export name of an RM| connector to use as a JIMX connector. If this name is not set or the specified name is the same as the
name of the JIMXMP connector that JEUS provides, an exception will occur. When both a IMXMP connector and an RMI connector are
specified, JEUS will use the JMXMP connector.

The export name w0 be specified after "/jndi/” in JMXServiceURL when an RMI connector is created.

Rmi Connector Port 123

[default: 0] The RMI connector part that other server pr

Ref Export Name

The name of the JDNI that receives connectors. Use this export name to find IMX connectors.

Figure 1.10: The Rmi Connector details
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On the other hand, if you are monitoring the JEUS Web Application Server version 8, the eG
agent now directly connects to the target server using Rmi protocol unlike using the export name
(see Figure 1.11) to communicate the server as in the earlier versions.

Use Rmi Connector
ndicates whether to use an RMI connector server.

Use Himl Adapior

ndicates whether to use an HTML adaptor.
Html Adaptor Port

HTML adapter port. This is used to access the adapter with 3 Web browser.
Miet Urd

MLet URL to register with the MBean server.

Figure 1.11: The Rmi Connector details for JEUS Web Application Server 8

15. After specifying the configuration details discussed above, click on the Apply Changes button.
In Figure 1.12 that appears, specify a Description of the changes that you have done so far. This
description will be useful at times when you need to revert back to the settings that were included

previously.

and MDB. The default value is |
n enabling this option for e

Apply Changes [default: false] Option to use data source lookup from a remote WM. The lookup provides support for the existin

Runtime Vi
Data Source Remote Lookup

.
Engine Init On Starb
B Apply Changes -
Use Web Engine Apply all changes to the sarver
Administrator's Description 1MX port and BT port enabled
manual Use Ejb Engine
1E Domains P
1= Servers  See mome Use Ims Engine The domain configuration
% Jvm Config Cancel
JVM setting.
Ivm Option “Amxl024m XX MaxPermsize=128m -Reom.sun, -
anageme ¥ £.p =‘16666-Qmm
alse -
ate=false -Dcom.su.
=192,168.8,243
I Weg bim.iar #
figuration ultiple options are separated by spaces. The options will be applied in the]

otion in JEUS 6.0 and previous versions.

rder. This replaces the comm

W Data Sources
A valid data source in the server or cluster.

Data Source No items are available

Figure 1.12: The Apply Changes prompt
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16. Once you click the OK button in the Apply Changes prompt to save the description, Figure 1.13
will then appear. The message box in Figure 1.13 will provide you the details on successful
completion of the JMX configuration to run on the JEUS server.

Home Environment Configuration  Site Map  Logout

administrator | JEUS 7.0 (Fix#3) | adminServer(192.168.8.243:9736) L e i Connection time : 2017-09-11 (Mon) PM 06:00:51 IST
. HISTORY
jeus_domain Jmx Manager
=
Domain
i Help
Session
Clusters
Servers
Applications
Security
Resources
Monitoring
Console
Systemn Status
EEESS > Rur
Basic Resource Engine
Listener | Ims Resource Scheduler | Lifecycle Invocation | External Resource
5 Dynamic Configuration % Reauired items To modify the configuration of the current page. click [Lock & Editl. = TIP
Html Adaptor Port

Figure 1.13: The successful JMX configuration message

17. Finally, restart the server to ensure that the changes are effected.

For the eG agent to communicate with the target web application server, the eG agent should be
configured with the LISTENER PORT, EXPORT NAME and SERVERNAME parameters that were obtained
using the procedure explained above. In case, if you are monitoring the JEUS Web Application
server version 8, specify None against the EXPORT NAME parameter since the eG agent can directly
connect to the target server using Rmi protocol. This can be achieved when configuring the tests for
the JEUS web application server. Also, ensure that the JMX port is dedicated to communicate with
the eG agent before specifying these parameters in the test configuration page.

1.4 Creating a User with Administrator Privileges
To achieve this, follow the steps explained below:

1. Login to the JEUS7 WebAdmin console.

2. In Figure 1.14 that appears, click on the Security option in the left panel. This will open the

12
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Security Manager screen in the right panel. Then, click on the default application domain under
the Security Domains section.

) . » HISTORY
jeus_domain Security Manager
[a]efeale)
Domain
‘
Session
Clusters
Servers 5 Dynamic Configuration % Reguired items To modify the configuration of the current page, click [Lock & Edit] TP
Applications Connect Retries
The number of attempts to reconnect when using the Security Network service.
e Default Application Domain SYSTEM_DOMAIN
* [default: SYSTEM_DOMAIN] The domain name that is used for application security amaong security domains
Monitoring
Console To modify the configuration of the current page, click [Lock & Edit]. < TiP
System Status O Security Domains
Name The Mumber of Accounts H
SYSTEM_DOMAIN 2 =

Figure 1.14: The Security Manager page

3. InFigure 1.15 that appears, click on the Accounts and Policies Management tab.

13
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Home Environment Configuration = Site Map  Logout

or | JEUS 7.0 (Fix#3) | adminSi 2 (Tue) PM

jeus_domain Security Domain
Domain n
Session
Clusters

Accounts & Policies Management

Name Cache Config Key Store Security Service Custom Service
Severs

55 Dynamic Configuration % Required items \ ﬁ Reset
Applications

. Name %
Security °

o Click on this tab
Resources R ——

Monitoring ﬁ Reset

Console

System Status

Runtime View

Apply Changes

I“ ]

Undo All Changes

Figure 1.15: Clicking on the Accounts & Policies Management tab

4. Figure 1.16 Will then appear. By default, this page is non-editable. To edit this page, you should
click on the Lock & Edit button that appears in the left panel.

Home Environment Configuration Site Map  Logout

) HISTORY
jeus_domain ACCOU nts
[
Domain
. Helr
Session
Clusters . . . . .
Name Cache Config Key Store Security Service Custom Service Accounts & Policies Management
Servers
L rolicies
Applications
Security O Users
Resources MName Password Group Description Command )
Monitoring -
administrator - Administrators Mo description lockuser =
Console
System Status eguser | sswssaess Administrators eg user lockuser =
testuser | mEwewamas Administrators Test user lockuser E=]
B Groups
Name Subgroups Description o
Administrators A group for administrators =

Figure 1.16: The Accounts screen

14
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5. Now, click on the Add button to create a new user as shown in Figure 1.17.

JEUS“‘ Home Environment Configuration  Site Map  Logout
Wt Aootestan Sanet o

#3) | adminS

. HISTORY
jeus_domain ACCOU nts
=
Domain
.
Session
Clusters . . . . -
Name Cache Config Key Store Security Semvice Custom Service Accounts & Policies Management
Servers
) policies
Applications
Security O Users
Resources Name Password Group Description Command
Monitoing | e
administrator » Administrators No description Delerte B
Console
System Status eguser | wrrrrres Administrators g user Delete 3%
[ oF testuser | rwrrweexs Administrators Testuser Delete 3%
b
s, O Groups
d Name Subgroups Description
o . .
Administrators A group for administrators Delete %%

Figure 1.17: Adding a user

6. InFigure 1.18 that appears, specify credentials for a user in the Name and Password text boxes.
and enter a brief description about the user in the Description text box.

JEUS“‘ Home Environment Configuration  Site Map  Logout
e Ao S M 0

administrator | JEUS 7.0 (Fix#3) | adminS:

Connection time
§ HISTORY
jeus_domain User
=
Domain
.
Session
Clusters . . . . -
Name  Cache Config = KeyStore  Security Service  Custom Service | Accounts & Policies Management
Servers
. policies
Applications
£ Dynamic Configurati # Required items eset
ea— £3 Dynamic Configuration % Required items Reset
Resources Name 3 eGtestuser
. The name of the user. The user name is the primary identifier and should be unique
Monitoring
Password { 1 1 =
e CE3(AESIFQrLbQ/DSOTIDVS 7128w

The password for the user
Systemn Status

Description eG user [E3A really nice guy!

The description of the user

Group [#] Administratorg]

to which the user belongs. The group should be defined in {groups>(aroup><{name><{/na

—
—
Vs
=
—
—

Apply Changes

Figure 1.18: Configuring user details

7. In this case, clicking the Input button to the right of Password text box will invoke Figure 1.19.

15
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Here, the user password can be set as follows:

JEUS 0 Home Environment Configuration  Site Map  Logout
administrator | JEUS 7.0 (Fix#3) | adminServer(192.1 736) e Connection time : 2017-09- M 01 8IS
jeus_domain User
O BEE
Domain
Session .
Clusters . . . . . .
Name Cache Config Key Store Security Service Custom Service Accounts & Policies Management
Servers
poli
Applications x
- . H :
Security ooynemicconfio] [0 Password Configuration P
Resources Name #
L AES E 123456 and should be unigue
Mornitoring
e Password EA(AESIFQILbQ/DBO1IDYS 7 1L280w==
System Status - Cancel
o Description E3A really nice guy!
e The description of the user.
Group
[} 1p to which the user belongs. The group should be defined in <groups><aroup>{name></na
OK Reset
S 7 v oy
EEAES ISl | A | -

Figure 1.19: Configuring the user password
« Select an encryption algorithm to encrypt the password using the drop down list.

« Then, specify the Password for the user and click OK.

When the password configuration is complete, the user password will be encrypted by the
specified algorithm.

8. To have access to all the resources on the target server, the user should be a part of the
Administrators group. For this, select the Administrators check box as shown in Figure 1.18
such that the user will have the administrator privileges on the target server. Therefore, the eG
agent will be able to access the JNDI objects on the target server and periodically track the critical
performance metrics of the server.

9. Finally, click OK to complete the configuration of the new user. Figure 1.20 will then appear listing
the newly created user in the Users section.
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JEUS° Home Emvironment Configuration  Site Map = Logout

administrator | JEUS 7 x#3) | adminSens e Connection time : 2017-09

jeus_domain Accounts
Domain
i Help [7)
Session
) Creation was succesaful.
Clusters
Servers . . . . -
Name Cache Config Key Store Security Service Custom Service | Accounts & Policies Management
Applications
policies
Security
Resources O Users
Monitoring Name Password Group Description Command
Console T T e —— . .
administrator . Administrators No descripticn Delete 2%
System Status
BQUSEM | eeesesses Administrators 2g user Delete 2
stuser | sEeessess Administrators Testuser Delete %25
]
[} eGtestuser | xxwwxsx Adminisirators eG user Delete 25
d Groups
Name Subgroups Description Add 25
-l
Administrators A group for administrators Delete 3%

Figure 1.20: Displaying the newly created user

Note:

The credentials of this user should be specified against the USERNAME and PASSWORD text boxes
while configuring the tests pertaining to the target server.

1.5 Granting the Administrator Role access to JNDI Binding
Objects

Follow the steps below to allow the Administrator role to access the JNDI binding objects on the
target JEUS server.

1. Login to the JEUS7 WebAdmin console.

2. In Figure 1.21 that appears, click on the Security option in the left panel. This will open the
Security Manager screen in the right panel. Then, click on the default application domain under
the Security Domains section.
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HISTORY

leus_domain Security Manager
Domain
Session
Clusters
Servers 5 Dynamic Configuration % Reguired iterns To modify the configuration of the current page, click [Lock & Edit]. < TIP
Applications Connect Retries
The number of attempts to reconnect when using the Security Network service.
e Default Application Domain SYSTEM_DOMAIN
. * [default: SYSTEM_DOMAIN] The domain name s used for application security among security domains
Monitoring
Console To modify the configuration of the current page, click [Lock & Edit]. < TiP
System Status (& | O Security Domains
Name The Mumber of Accounts H
SYSTEM_DOMAIN 2 =

Figure 1.21: The Security Manager page

3.

In Figure 1.22 that appears, click on the Accounts and Policies Management tab.

administrator

jeus_domain

Security Domain
Domain
Session

Clusters

Name Cache Config Key Store Security Service Custom Service

o Home Environment Configuration  Site Map  Logout

JEUS

‘Appacaton Senar

2 (Tue) PM 1 I

HISTORY ~

QOEE

ST

Accounts & Policies Management

Servers ; - -
5 Dynamic Configuration
Applications

# Reouired items

LY

m Bt

= Name %
Security °

Resources

A_DOMAIN
name

Click en this tab

Moeonitoring
Console

System Status

Figure 1.22: The Security Domain screen
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4. Figure 1.24 will then appear with an accounts tab and a policies tab. Click on the policies tab.

JEUS"‘ Home Environment Configuration  Site Map  Logout
et cpteavan Sorver o et 2 (el A B

administrator | JEUS 7.0 (Fix#3) | adminSe
jeus_domain ACCOU nts
Domain
Session
Clusters . . . . -
Name Cache Config Key Store Security Service Custom Service Accounts & Policies Management
Servers
o D —
Applications
Security o Users
Resources Name Password Group Description Command
Monitoring T T T e . .
acministrator e Acministrators No description De}eleﬁ
Console
System Status eguser | seesrsess Administrators eg user Delete 3
: O Groups

—
727 Name Subgroups Description
— .

S ed Administrators A group for administrators Delete 5

0 Othel

Figure 1.23: The Accounts & Policies Management screen

5. In Figure 1.24 that appears, click on the Context ID that you wish to access from the Resource
Permissions section. The Context ID is used to identify security policies.

) . i HISTORY
jeus_domain P0||cy
=
Domain
. Help
Session
Clusters X . . I .
Mame Cache Config Key Store Security Service Custom Service Accounts & Policies Management
Servers
accounts
Applications
Security 0 Role Permissions
Resources Role Principal Actions Classname o
Monitonng indiUser anonymous Jeus.s esource.RolePermission =
Console . . o -
AdministratorsRole administrator Jeus.security.resource.RolePermission =]
System Status
[ 0 Failed O Resource Permissions
—
——— Context ID oh
g

Figure 1.24: Clicking on the default policy

6. Figure 1.25 will then appear listing all the resources associated with the chosen Context ID.
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jeus_domain

Monitoring

Console

System Status _

L
Resource Permissions

Name Cache Config Key Store Security Service Custom Service Accounts & Policies Management
accounts

£ Dynamic Configuration % Required items

Contextid % default EMyContext
[default: default] The co

ource mapping. This tag is not used often

O Resource Permission

Resource Actions Role Classname ( Add %y |
JEUE. * e - AdministratorsRole Jeus.security.resource. ResourcePermission Delete 5

Jeus.indi = lookup Indiuser 5. security resource ResourcePermission Delete 5

7. For the eG agent to communicate with the JEUS web application server and collect the required
metrics, it is necessary to grant the resource permission to the user vested with

AdministratorsRole.

8. Click on the resource for which you need to grant the resource permission in Figure 1.25. Figure
1.26 will then appear. By default, this page is non-editable. To edit this page, you should click on

Figure 1.25: Choosing the Resource

the Lock & Edit button that appears in the left panel (see Figure 1.26).

administrator | JEUS 7.0

J ot Home Environment Configuration  Site Map  Logout
g

Appécanon Senar Col time 2 (Tue) PM T

jeus_domain

Security
Resources
Monitoring
Console

System Status

)

Runtime View

Lock & Edit

B BEE

Resource Permission

Name Cache Config Key Store Security Service Custom Service Accounts & Policies Management
accounts
£5 Dynamic Configuration ¢ Required items To modify the configuration of the current page. dlick [Lock & Edit]. < TIP

Resource % jeus.x Eieus,server,*
Defines the resources that are mapped to the role

Actions % - Eboot.down
The action value that will be returned to the ResourcePermission class creator

Role indiUser CEAAdministrator

AdministratorsRole

Defines the role that is mapped 1o the resource

Cassname jeus.security.resource. ResourcePermission
[Edjeus.security, resource, TimeConstrainedResourcePermission
[default: jeus.security.resource ResourcePermission] 4 Java class name that inherits |
as5 is used for resource permissions

security Permission. This |

Excluded

If this tag is used. the resource cannot

Unchecked

If this tag is used. permissions for the resource will not be checked. Anyane can access the resource

Figure 1.26: Editing the Resource Permission
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9. Now, uncheck the Unchecked check box in Figure 1.26. This will ensure that the eG agent

communicates with the JEUS web application server and collects the required metrics through
this user role.

administrator | JEUS 7.0 (Fix#3) | adminSen

JEUS"" Home Environment Configuration Site Map  Logout
‘Wb Aopication Sever -12 (Tue) PM 1

Connection time

. .. HISTORY ~
fesdonin Resource Permission
=
Domain
Session
Clusters ) . ) ) —
Name Cache Config Key Store Security Service Custom Service Accounts & Policies Management
Servers
. accounts
Applications
ST £ Dynarmic Configuration %€ Required items Reset
Resources Resource ¥ jeus.* [Eieus.server.*
_ Defines the resources that are mapped o the role
Monitoring
Actions ¥ = "
Console E3boot.down

The action value that will be returned to the ResourcePermission class creator.

Role [Eindiuser

System Status

EAAdministrator

ministratorsRole

e role that is mappad to the resource

0 n Classname jeus,security, resource, ResourcePermission

0 d [Edjeus.security.resource. Time ConstrainedResourcePermission

0 Othe [default: jeus security.resource.ResourcePermission] A Java class name thatinherits java security. Permission. This o
ass is used for resource permissions.
If this fag is used, the resource cannot be a

Apply Changes
Unchecked
Undo All Changes | HiEE O

T tag is used. permissions for the resource will not be checked. Anvone can access the resource.

Figure 1.27: The Unchecked check box

10. Finally click OK to save the changes.

11. After granting the required permission to the user with AdministratorsRole, click on the Apply
Changes button. In Figure 1.28 that appears, specify a brief Description of the changes that

you have done so far. This description will be useful when you need to revert back to the settings
that were included previously.
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JE > Home Environment Configuration  Site Map  Logout
e

Appicaton Sarver

HISTORY

jeus_domain Resource Permission
- B BEEE
omain -
Session i

Name Cache Config Key Siore Security Service Custom Service Accounts & Policies Management
Servers
L accounts
Applications

- £5 Dynamic Configy “ Reset
Security = - ° X feset

Resources Resource # O Apply Changes Elieus.server.*
Monitoring Apply all changes to the server.

Actions ¥ . boot,down
Console Description Policies have been set = .
System Status

Role EAAdministrator
=

The domain cenfiguration.
Classname

m Cancel edResourcePermission

urity Permission. This d

=S
—
—

Apply Changes
Unchecked
-

ked. Any:

Figure 1.28: The description on the Policy changes

12. Click the OK button in Figure 1.28 to save the description. Figure 1.29 will then appear. The

message box in Figure 1.29 will provide you the details of the successful completion of the role to
resource mapping.

JEUS"‘ Home Environment Configuration Site Map  Logout

Weis Appécatn Spever

HISTORY ~~

jaustdopat Resource Permissions
Domain
.
Session
Clusters - ) )
Servers
Applications
Security
Resources
Monitoring Name Cache Config Key Store Security Service Custom Service Accounts & Policies Management
Console
accounts policies ~
System Status N N R . -
— 5 Dynamic Configuration % Reguired items To modify the configuration of the current page. click [Lock & Edit]. = TIP
o ;
Contextld # default EaAMyContext
—

[default: default] Th

source mapping. This tag is not used often

To modify the configuration of the current page. click [Lock & Edit]. -~ TIP

—
—
—

Resource Actions Role Classname

resource.ResourcePermission

0 Othe O Resource Permission

Jjeus.x = AdministratorsRole Jeus.security
Lock & Edit

Jeus jndi ~ lookup indiUser

i* u*L

Jeus security_resource ResourcePermission

Figure 1.29: A successful message stating the role to resource mapping
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1.6 Enabling BTM monitoring on the JEUS Web Application
Server

To track the live transactions to the JEUS web application server, eG Enterprise requires that the
BTM be enabled on the target web application server through which the transaction travels. To
achieve this, do the following:

1. Append the following line in the JMX Option text box of the JVM Config section of the Server
page.
javaagent:C:\eGurkha\lib\btm\eg btm.jar

2. To know the details of the BTM port, edit the btmOther.props file in the <EG_INSTALL _
DIR>\lib\btm\ directory. You will find the following lines in the file:

# Below property is BTM Server Socket Port, through which eG Agent Communicates
# Restart is required, if any changes in this property

# Default port is "13931"

By default, the BTM Port parameter is set to 73937. If you want to enable BTM monitoring on a
different port, then specify the same here. In this case, when configuring the Java Business
Transactions test or the Key Java Business Transactions test for the target web application
server, make sure you configure the BTM PORT parameter of the tests with this port number.

1.7 Enabling JSON Command on the JEUS Web Application
Server

To enable the JSON command for the target server, do the following:

1. Login to the JEUS7 WebAdmin console.

2. In Figure 1.30 that appears, click on the Domain option in the left panel. This will open the
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Domain page in the right panel. Then, click on the Lock & Edit button to modify the settings on
the Domain page (see Figure 1.30).

J > Home Environment Configuration  Site Map  Logout
administrator | JEUS 7.0 (Fix#3) | adminS Tt o Connection time
- . HISTORY
jeus_domain Doma| n
]
Domain
= Help ()
Session
Clusters T R
Servers
Applications -
Security
5 Dynamic Configuration ¥ Required items To medify the configuration of the current page, click [Lock & Edit]. — TIP
Resources
Admin Server Name % adminServer
Monitoring Config A5 (Domain Administration Server). which monitors managed servers
Console id % 7
System Status The unique ID onfigured to ru
o nin test and oper
—
by
] O Advancad Options Open All
w L
d Enable Webadmin 5
Othe -
Enable Json Command 5
Enable To Resynchronize
Applications &
&___’i‘ili(aﬂon Repositories 5
Click here to edit the Advanced options

Figure 1.30: The Domain page

3. Now, check the Enable JSON Command check box of the Advanced Options section (see
Figure 1.30). This is to enable the JSON commands the target server.
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JEUS“‘ Home Environment Configuration  Site Map  Logout
s Apgicaton Senar Co 21 , 5

administrator | JEUS 7.0 (Fix#3) | adminServer(1

HISTDRY ~~

: B '

jeus_domain Domam
Domai B R EE

omain
Session —
Clusters . . . . e |
£ Dynamic Configuration  # Reauired items Reset

Servers
e Admin Server Name % adminserver

ications -

e Config
Security Wd 2
Resources tely configured fo ru
Monitoring
Console
Systern Status O Advanced Options Open All
™ 0 Failed Enable Webadmin &
| Enable Json Command & |
777 n Enable To Resynchronize B
ed Applications 5
; Application Repositories &
m Group Communication Info
Loarthoat

Figure 1.31: Enabling the JSON Commands

4. Finally click OK to save the changes. Then, click on the Apply Changes button in the left panel
of Figure 1.31 to specify a Description of the changes that you have done so far. This description
will be useful at times when you need to revert back to the settings that were included previously.
To know how to do this, refer to the steps 15 & 16 of Section 1.3.
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Chapter 2: How to Monitor JEUS Web Application Server
Using eG Enterprise?

The broad steps for monitoring the JEUS server using eG Enterprise are as follows:

» Managing the JEUS Server
« Configuring the tests

These steps have been discussed in this topic.

2.1 Managing the JEUS Server

The JEUS Web Application Server cannot be automatically discovered by eG Enterprise. This
implies that you will have to manually add the server into the eG Enterprise system to manage it.
Follow the steps below to achieve the same:

1. Follow the Components - > Add/Modify menu sequence in the Infrastructure tile menu of the eG
admin interface.

2. Next, select JEUS from the Component type drop-down and then click the Add New
Component button.

3. When Figure 2.1 appears, provide the Host IP/Name of the JEUS server that you want to
manage.
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COMPONENT 4 BACK

eThis page enables the administrator to provide the details of a2 new component

Category Component type
All w JEUS w

Component information

Host IP/Name 152.168.10.1
Nick name JEUSWAS
Port number 9736

Monitoring approach

Agentless
Internal agent assignment (+) Auto Manual
External agents 192.168.8.131

192.168.5.253

oracle-222

Figure 2.1: Adding a JEUS server
4. Then, provide a Nick name for the server.

5. The Port number will be set as 9736 by default. If the JEUS server is listening on a different port
in your environment, then override this default setting.

6. By default, the JEUS server is monitored in an agent-based manner. Therefore, just pick an
external agent from the External agents list box and click the Add button to add the component
for monitoring.

7. Finally, click the Signout button at the right, top corner of the eG admin interface to sign out.
2.2 Configuring the tests

When you try to sign out of the eG admin interface, a LIST OF UNCONFIGURED TESTS page will
appear, revealing the list of tests mapped to the JEUS server that require manual configuration:
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List of unconfigured tests for 'JEUS’

JEUS Applications JEUS Connection Pool JEUS Cueues

JEUS Server Status JEUS Stateless Session Bean JEUS Thread Pools
JEUS Topics Jawa Classes JMX Connection to [VM
WM CPU Usage JWM File Descriptors WM Garbage Collector
J¥M Memory Pool Garbage Collections VM Memory Usage VM Threads

JWM Uptime Processes Windows Services

Figure 2.2: The list of tests that are required to be configured manually

Click on the JEUS Applications test in Figure 2.2 to configure it. Figure 2.3 listing the number of
parameters then appears.

TEST PERIOD 3 mins w
HOST 192.168.10.1

PORT 9736

" USERNAME sam

" PASSWORD [TTITT]

" CONFIRM PASSWORD [TTITT]

LISTENER PORT 9736

“ EXPORT NAME exporttest

* SERVER NAME mainserver

DD FREQUENCY 1:1

DETAILED DIAGNOSIS ) On off

Figure 2.3: Configuring the JEUS Applications test

To know how to specify the parameters, refer to Monitoring JEUS Web Application Server chapter.

When you signout of the eG admin interface, you will be prompted to configure the JVM related tests
and the Processes and Windows Services test. To configure the JVM related tests, refer to
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Monitoring Java Applications document. To know how to configure the Processes test and the
Windows Services test, refer to the Monitoring Unix and Windows Servers document.

After configuring the tests, sign out of the eG administrative interface. Then, login to the eG
monitoring console to view the state of and metrics reported by the specialized monitoring model that
eG Enterprise offers for the JEUS Web Application Server.
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Chapter 3: Monitoring JEUS Web Application Server

eG Enterprise offers a specialized JEUS monitoring model (see Figure 1.1) that uses JMX (Java
Management extension), the new standard for managing java components, for monitoring version
JEUS Web Application Server. JMX allows users to instrument their applications and control or
monitor them using a management console.

+ JEUS_APP_SERVER:9736

& Application Transactions

0 JEUS Connection Pools
@ JEUS Services

Q@ v

@ TCr

@ Newwork

@ Operating System

Figure 3.1: The layer model of JEUS Web Application Server

Every layer of Figure 3.1 above is mapped to a variety of tests; each of these tests can be configured
to use agent-based or agentless methodologies to report the availability of the JEUS Web
Application Server and the health of key components such as the EJBs, connection pools, thread
pools, queues, topics and the JVM. Using the critical metrics reported by these tests, administrators
can figure out the answers to the following questions related to performance of the JEUS Web
Application Server:

« Isthe serverinstance on the JEUS Web Application Server running?
« How well the connections on the connection pools were used?

« How many free connections are available for use in each connection pool?
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« Are there too many threads waiting to be serviced?

« How well the queues processed and delivered the messages?

« How well the topics processed and delivered the messages?

« Whatis the status of each application deployed on the target server?

« Whatis the rate at which the requests of each application were processed successfully?
« How many EJBs were created/removed in a stateless session?

« How many EJBs were created/removed in a stateful session?

The sections to come will discuss the JEUS Connection Pools and JEUS Services layers only.
For the details on TCP, Network and Operating System layers, refer to Monitoring Unix and
Windows Servers document. The JVM layer has been elaborately discussed in the Monitoring Java
Applications document. To know about the Java Transactions layer, refer to The eG Java
Business Transaction Monitor document.

3.1 The JEUS Services Layer

The tests mapped to the JEUS Services layer (see 3.1) extract critical performance metrics relating
to the status of a JEUS Web Application Server, the applications running on the server, and the
thread pool, queues and topics on the server.
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@ JEUS Services Q

v @ HTTP
« HomePage
v @ JEUS Applications
v o ear
o PlanExampleApp
o stateless-simple
v o war
+ RabbitMQ
o TestSlow
o TestSlowsoL
« WebCall
w ﬂ JEUS CQlueues
o ExamplesCueus
' JEUSMO_DLO
hd ﬁ JEUS Server Status
o adminServer(¥)
v @ JEUS Thread Pools
& CMS-MetworkManager
+ jeus.gjb.asyncpool
o IMS-ENDPCINT
o JMS-INTERNAL
« threadpool.System
v @ JEUS Topics

o ExamplesTopic

Figure 3.2: The tests mapped to the JEUS Services layer

Since the Http test has been dealt with in Monitoring Apache Web Servers document, let us focus
on other tests mapped to the JEUS Services layer.

3.1.1 JEUS Server Status Test

This test auto-discovers all the instances of the JEUS server and reports the current running status
of each server instance. In the process, this test also helps administrators to instantly identify the
server instance that needs to be restarted. Using this test, administrators can find out the server
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instances that are currently down, and can restart the server instances (if needed) before anything
untoward happens.

Target of the test : A JEUS Web Application Server
Agent deploying the test : Aninternal agent

Outputs of the test : One set of results for each server instance on the target server.

Configurable parameters for the test

Parameter Description

Test period How often should the test be executed.

Host The host for which the test is to be configured.

Port The port at which the specified host listens. By default, this is 9736.

Username and To enable the eG agent to communicate and continuously monitor the target JEUS
Password server, the eG agent should be configured with the credentials of the admin user on the

server. In highly-secure environments, administrators may not want to expose the
credentials of the user possessing administrator privileges. In such environments, for
monitoring the JEUS application server, administrators have an option to create a new
user on the JEUS server and assign administrator privilege to that user. The steps to
create a new user with administrator privilege are explained in Section 1.4. This user
should also be granted permission to access the JNDI objects on the server such that
the eG agent can pull out performance metrics from the target server. To know how to
grant permission to access the resources, refer to Section 1.5.

Confirm Password  Confirm the Password by retyping it here.

Listener Port To collect metrics from the target server, the eG agent should be configured to use
JMX to connect to the JRE used by the target server and pull out the performance
metrics. By default, JMX support is enabled for the JRE used by the target server. The
JMX connector listens on port 9736, by default. Therefore, type 9736 as the Listener
Port. However, if the host is configured with multiple sever instances, then you should
specify the port number at which the JMX listens in your environment. Ensure that you
specify the same port that you configured while creating the listener (if required) using
the JEUS WebAdmin Console. To know the details on the listener port, refer to Section
1.3.

Export name The export name is the reference name of the RMI connector that is to be used as a
JMX connector. The procedure to obtain the export name is detailed inSection 1.3.
Specify the name of the export against this parameter.
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Parameter Description

Server name Provide the name of the sever instance that is being monitored in the Server Name text
box. Also, ensure that the JVM monitoring is enabled for the target server. To obtain the
name of the server instance, refer to Section 1.3.

Detailed Diagnosis  To make diagnosis more efficient and accurate, the eG Enterprise suite embeds an
optional detailed diagnostic capability. With this capability, the eG agents can be
configured to run detailed, more elaborate tests as and when specific problems are
detected. To enable the detailed diagnosis capability of this test for a particular server,
choose the On option. To disable the capability, click on the Off option.

The option to selectively enable/disable the detailed diagnosis capability will be
available only if the following conditions are fulfilled:

« The eG manager license should allow the detailed diagnosis capability

« Both the normal and abnormal frequencies configured for the detailed diagnosis

measures should not be 0.

Measurements made by the test

o M remen .
Measurement Description Uﬁiatsu ement Interpretation
Is running? Indicates whether/not this The values reported by this measure
server instance is and its numeric equivalents are
currently running. mentioned in the table below:
LI Numeric Value
Value
Yes 0
No 1
Note:

By default, this measure reports the
current status of each server instance.
The graph of this measure however, is
represented using the numeric
equivalents only -0 or 1.

The detailed diagnosis of this measure
reveals the PID and name of the server
instance, the name of the cluster (if the
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Measurement

Measurement )
Unit

Description

Interpretation

server instance is a member of a
cluster), the time stamp at which the
server was started, the port at which
the server instance is listening, and the
engines that are currently running on
the serverinstance.

Indicates whether/not this
server instance needs to
be restarted.

Need to restart?

The values reported by this measure
and its numeric equivalents are
mentioned in the table below:

SREEIR Numeric Value
Value
Yes 1
No 0

Note:

By default, this measure reports
whether the server instance needs to
be restarted or not. The graph of this
measure however, is represented using
the numeric equivalents only - 0 or 1.

To identify the details on the server instances in your environment, use the detailed diagnosis of the

Is running? measure.

UEEUGEG VM Measure Graph | Summary Graph  Trend Graph | Fix History | Fix Feedback

Component Test Measured By Descriptor

JEUS_APP_SERVER:373BEUS  w JEUS Serwver Status w JEUS_APP_SERVER v adminServer(*)

JEUS server details
PID NODE NAME CLUSTER LAST START TIME LISTEN PORT
Mar 16, 2018 15:22:13
44524 eCDP163 NJA FriMar 16 14.47:31 15T 2018
rage of1 I

BASE-0.0.0.0:9736 http-server-0.0.0.0:8808 jms-internal-0.0.0.0:9941

KRR &8

Measurement Timeline

w Is running? w Latest w

RUNNING ENGIMES

jms, ejb, web

Figure 3.3: The detailed diagnosis of Is running? measure
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3.1.2 JEUS Applications Test

This test automatically discovers all applications installed on the JEUS server and, at regular
intervals, reports performance data pertaining to each of the applications.

Target of the test : A JEUS web application server
Agent deploying the test : Aninternal agent

Outputs of the test : One set of results for each deployment type:application on the target server.

Configurable parameters for the test

Parameter Description

Test period How often should the test be executed

Host The host for which the test is to be configured.

Port The port at which the specified host listens. By default, this is 9736.

Username and To enable the eG agent to communicate and continuously monitor the target JEUS
Password server, the eG agent should be configured with the credentials of the admin user on the

server. In highly-secure environments, administrators may not want to expose the
credentials of the user possessing administrator privileges. In such environments, for
monitoring the JEUS application server, administrators have an option to create a new
user on the JEUS server and assign administrator privilege to that user. The steps to
create a new user with administrator privilege are explained in Section 1.4. This user
should also be granted permission to access the JNDI objects on the server such that
the eG agent can pull out performance metrics from the target server. To know how to
grant permission to access the resources, refer to Section 1.5.

Confirm Password  Confirm the Password by retyping it here.

Listener Port To collect metrics from the target server, the eG agent should be configured to use
JMX to connect to the JRE used by the target server and pull out the performance
metrics. By default, JMX support is enabled for the JRE used by the target server. The
JMX connector listens on port 9736, by default. Therefore, type 9736 as the Listener
Port. However, if the host is configured with multiple sever instances, then you should
specify the port number at which the JMX listens in your environment. Ensure that you
specify the same port that you configured while creating the listener (if required) using
the JEUS WebAdmin Console. To know the details on the listener port, refer to Section
1.3.

Export name The export name is the reference name of the RMI connector that is to be used as a
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Parameter Description
JMX connector. The procedure to obtain the export name is detailed inSection 1.3.
Specify the name of the export against this parameter.

Server name Provide the name of the sever instance that is being monitored in the Server Name text

DD Frequency

Detailed Diagnosis

box. Also, ensure that the JVM monitoring is enabled for the target server. To obtain the
name of the server instance, refer to Section 1.3.

Refers to the frequency with which detailed diagnosis measures are to be generated for
this test. The default is 7:7. This indicates that, by default, detailed measures will be
generated every time this test runs, and also every time the test detects a problem.
You can maodify this frequency, if you so desire. Also, if you intend to disable the
detailed diagnosis capability for this test, you can do so by specifying none against
DD frequency.

To make diagnosis more efficient and accurate, the eG Enterprise suite embeds an
optional detailed diagnostic capability. With this capability, the eG agents can be
configured to run detailed, more elaborate tests as and when specific problems are
detected. To enable the detailed diagnosis capability of this test for a particular server,
choose the On option. To disable the capability, click on the Off option.

The option to selectively enable/disable the detailed diagnosis capability will be
available only if the following conditions are fulfilled:

« The eG manager license should allow the detailed diagnosis capability

« Both the normal and abnormal frequencies configured for the detailed diagnosis

measures should not be 0.

Measurements made by the test

Measurement

Status

Description Me.asurement Interpretation

Unit
Indicates the current The values reported by this measure
status of this application. and its numeric equivalents are

mentioned in the table below:

PRI Numeric Value
Value
Running 10
Distributed 9

Note:
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Measurement

Description

Measurement

Unit

Interpretation

By default, this measure reports the
current status of each application. The
graph of this measure however, is
represented using the numeric
equivalents only -9 or 10.

The detailed diagnosis of this measure
lists the name of the contexts in each
application, total number of requests
received by the application
corresponding to the contexts, number
of successful/failure requests and
average time taken to process the
requests.

Active sessions

Indicates the number of
sessions that are
currently active for this
application.

Number

Requests

Indicates the total number
of requests received by
this application during the
last measurement period.

Number

This measure is a good indicator of the
load on each application. Compare the
value of this measure across
applications to identify which
application is experiencing very high
load.

Request rate

Indicates the rate at which
the requests were
received by this
application.

Requests/sec

Successful requests

Indicates the number of
requestes to this
application that were
processed succesfully
during the last
measurement period.

Number

Ideally, the value of this measure is
desired to be high.

Successful requests
rate

Indicates the rate at which
the requests to this
application were
processed succesfully.

Requests/sec
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Measurement

Description

Measurement
Unit

Interpretation

Unsucessful Indicates the number of Number Ideally, the value of this measure

requests requests to this should be very low (zero). A
application that failed sudden/gradual increase in the value of
during the last this measure indicates the processing
measurement period. bottle-neck on the server.

Unsucessful Indicates the rate at which | Requests/sec

requests rate the requests to this
application failed.

Average process Indicates the average Milliseconds A low value is desired for this measure.

time time taken by this A consistent rise in the value of this
application to process the measure could indicate a processing
requests. bottleneck, which in turn may affect

application performance. Compare the
value of this measure across
applications to identify the application
that is least responsive to user
requests.

3.1.3 JEUS Queues Test

A JMS queue represents the point-to-point (PTP) messaging model, which enables one application
to send a message to another. PTP messaging applications send and receive messages using
named queues. A queue sender (producer) sends a message to a specific queue. A queue receiver
(consumer) receives messages from a specific queue.

This test auto-discovers the queues on a JEUS server, and reports the status of production and
consumption on each queue. This test also reveals the number of messages that were
processed/dispatched/delivered/expired/moved out of each queue. Besides, the count of
consumers accessing each queue and the number of messages that are pending on each queue are
also reported. By analyzing these details, administrator can proactively isolate and correct
impending overloads and probable delivery bottlenecks on the queues.

Target of the test : A JEUS Web Application server
Agent deploying the test : Aninternal agent

Outputs of the test : One set of results for each queue on the target server.
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Configurable parameters for the test

Parameter Description

Test period How often should the test be executed.

Host The host for which the test is to be configured.

Port The port at which the specified host listens. By default, this is 9736.

Username and
Password

Confirm Password

Listener Port

Export name

Server name

Detailed Diagnosis

To enable the eG agent to communicate and continuously monitor the target JEUS
server, the eG agent should be configured with the credentials of the admin user on the
server. In highly-secure environments, administrators may not want to expose the
credentials of the user possessing administrator privileges. In such environments, for
monitoring the JEUS application server, administrators have an option to create a new
user on the JEUS server and assign administrator privilege to that user. The steps to
create a new user with administrator privilege are explained in Section 1.4. This user
should also be granted permission to access the JNDI objects on the server such that
the eG agent can pull out performance metrics from the target server. To know how to
grant permission to access the resources, refer to Section 1.5.

Confirm the Password by retyping it here.

To collect metrics from the target server, the eG agent should be configured to use
JMX to connect to the JRE used by the target server and pull out the performance
metrics. By default, JMX support is enabled for the JRE used by the target server. The
JMX connector listens on port 9736, by default. Therefore, type 9736 as the Listener
Port. However, if the host is configured with multiple sever instances, then you should
specify the port number at which the JMX listens in your environment. Ensure that you
specify the same port that you configured while creating the listener (if required) using
the JEUS WebAdmin Console. To know the details on the listener port, refer to Section
1.3.

The export name is the reference name of the RMI connector that is to be used as a
JMX connector. The procedure to obtain the export name is detailed inSection 1.3.
Specify the name of the export against this parameter.

Provide the name of the sever instance that is being monitored in the Server Name text
box. Also, ensure that the JVM monitoring is enabled for the target server. To obtain the
name of the server instance, refer to Section 1.3.

To make diagnosis more efficient and accurate, the eG Enterprise suite embeds an
optional detailed diagnostic capability. With this capability, the eG agents can be
configured to run detailed, more elaborate tests as and when specific problems are
detected. To enable the detailed diagnosis capability of this test for a particular server,
choose the On option. To disable the capability, click on the Off option.
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Parameter Description

The option to selectively enable/disable the detailed diagnosis capability will be
available only if the following conditions are fulfilled:

« The eG manager license should allow the detailed diagnosis capability

« Both the normal and abnormal frequencies configured for the detailed diagnosis

measures should not be 0.

Measurements made by the test

Measurement Description mc:?tsurement Interpretation
Production Indicates whether/not the The values reported by this measure
suspended production has been and its numeric equivalents are
suspended on this queue. mentioned in the table below:
Measure Numeric Value
Value
Yes 1
No 0

Note:

By default, this measure reports
whether the production is suspended in
each queue. The graph of this measure
however, is represented using the
numeric equivalents only - 0 or 1.

The detailed diagnosis of this measure
lists the export name, type and dead
letter destination of the queue.

Consumption Indicates whether/not the The values reported by this measure
suspended consumption has been and its numeric equivalents are
suspended on this queue. mentioned in the table below:
EESITE Numeric Value
Value
Yes 1

No 0
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Measurement

Description

Measurement
Unit

Interpretation

Note:

By default, this measure reports
whether the consumption is suspended
in each queue. The graph of this
measure however, is represented using
the numeric equivalents only - 0 or 1.

Consumers

Indicates the current
number of consumers
accessing this queue.

Number

Compare the value of this measure
across the queues to find out the queue
that is excessively accessed by
consumers.

Processed
messages

Indicates the number of
messages that were
processed in this queue
during the last
measurement period.

Number

Processed
messages rate

Indicates the rate at which
the messages were
processed in this queue
during the last
measurement period.

Messages/sec

Pending messages

Indicates the number of
messages in this queue
that are pending.

Number

A low value is desired for this measure.
A consistent/significant increase in the
value of this measure is a cause for
concern.

Dispatched
messages

Indicates the number of
messages that were
dispatched from this
queue during the last
measurement period.

Number

Dispatched
messages rate

Indicates the rate at which
the messages were
dispatched from this
queue during the last
measurement period.

Messages/sec

Delivered messages

Indicates the number of
messages that were

Number

A high value is desired for this
measure. A gradual/sudden drop in the
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Measurement Description mﬁiatsurement Interpretation
delivered from this queue value of this measure indicates a
during the last processing bottle-neck on the queue.

measurement period.

Delivered messages | Indicates the rate at which | Messages/sec
rate the messages were
delivered from this queue
during the last
measurement period.

Expired messages | Indicates the number of Number
messages that expired
during the last
measurement period.

Expired messages | Indicates the rate at which | Messages/sec
rate the messages expired
during the last
measurement period.

Moved messages Indicates the number of Number
messages that were
moved out of this queue
during the last
measurement period.

Moved messages Indicates the rate at which | Messages/sec
rate the messages were
moved out of this queue
during the last
measurement period.

3.1.4 JEUS Topics Test

The publish/subscribe (pub/sub) messaging model enables an application to send a message to
multiple applications. Pub/sub messaging applications send and receive messages by subscribing to
a topic. A topic publisher (producer) sends messages to a specific topic. A topic subscriber
(consumer) retrieves messages from a specific topic.

This test auto-discovers the topics on a JEUS server, and reports the status of production and
consumption on each topic. This test also reveals the number of messages that were
processed/dispatched/delivered/expired/moved out of each topic. Besides, the count of consumers
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accessing each topic and the number of messages that per pending on each topic are also reported.
By analyzing these details, administrator can proactively isolate and correct impending overloads
and probable delivery bottlenecks on the topics.

Target of the test : A JEUS Web Application server
Agent deploying the test : Aninternal agent

Outputs of the test : One set of results for each topic on the target server.

Configurable parameters for the test

Parameter Description

Test period How often should the test be executed.

Host The host for which the test is to be configured.

Port The port at which the specified host listens. By default, this is 9736.

Username and To enable the eG agent to communicate and continuously monitor the target JEUS
Password server, the eG agent should be configured with the credentials of the admin user on the

server. In highly-secure environments, administrators may not want to expose the
credentials of the user possessing administrator privileges. In such environments, for
monitoring the JEUS application server, administrators have an option to create a new
user on the JEUS server and assign administrator privilege to that user. The steps to
create a new user with administrator privilege are explained in Section 1.4. This user
should also be granted permission to access the JNDI objects on the server such that
the eG agent can pull out performance metrics from the target server. To know how to
grant permission to access the resources, refer to Section 1.5.

Confirm Password ~ Confirm the Password by retyping it here.

Listener Port To collect metrics from the target server, the eG agent should be configured to use
JMX to connect to the JRE used by the target server and pull out the performance
metrics. By default, JMX support is enabled for the JRE used by the target server. The
JMX connector listens on port 9736, by default. Therefore, type 9736 as the Listener
Port. However, if the host is configured with multiple sever instances, then you should
specify the port number at which the JMX listens in your environment. Ensure that you
specify the same port that you configured while creating the listener (if required) using
the JEUS WebAdmin Console. To know the details on the listener port, refer to Section
1.3.

Export name The export name is the reference name of the RMI connector that is to be used as a
JMX connector. The procedure to obtain the export name is detailed inSection 1.3.
Specify the name of the export against this parameter.




Chapter 3: Monitoring JEUS Web Application Server

Parameter Description

Server name Provide the name of the sever instance that is being monitored in the Server Name text
box. Also, ensure that the JVM monitoring is enabled for the target server. To obtain the
name of the server instance, refer to Section 1.3.

Detailed Diagnosis  To make diagnosis more efficient and accurate, the eG Enterprise suite embeds an
optional detailed diagnostic capability. With this capability, the eG agents can be
configured to run detailed, more elaborate tests as and when specific problems are
detected. To enable the detailed diagnosis capability of this test for a particular server,
choose the On option. To disable the capability, click on the Off option.

The option to selectively enable/disable the detailed diagnosis capability will be
available only if the following conditions are fulfilled:

« The eG manager license should allow the detailed diagnosis capability

« Both the normal and abnormal frequencies configured for the detailed diagnosis

measures should not be 0.

Measurements made by the test

Measurement Description ﬁﬁﬁsurement Interpretation
Production Indicates whether/not The values reported by this measure
suspended production has been and its numeric equivalents are
suspended in this topic. mentioned in the table below:
B0 Numeric Value
Value
Yes 1
No 0
Note:

By default, this measure reports
whether the production is suspended in
each topic. The graph of this measure
however, is represented using the
numeric equivalents only - 0 or 1.

The detailed diagnosis of this measure
lists the export name, type and dead
letter destination of the topic.
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Measurement

Description

Measurement
Unit

Interpretation

Consumption

Indicates whether/not

The values reported by this measure

dispatched from this topic
during the last

suspended consumption has been and its numeric equivalents are
suspended in this topic. mentioned in the table below:
L LB Numeric Value
Value
Yes 1
No 0
Note:
By default, this measure reports
whether the consumption is suspended
in each topic. The graph of this
measure however, is represented using
the numeric equivalents only - 0 or 1.
Consumers Indicates the current Number Compare the value of this measure
number of consumers across the queues to find out the queue
accessing this topic. that is excessively accessed by
consumers.
Processed Indicates the number of Number
messages messages that were
processed in this topic
during the last
measurement period.
Processed Indicates the rate at which | Messages/sec
messages rate the messages were
processed in this topic
during the last
measurement period.
Pending messages | Indicates the number of Number A high value is desired for this
messages in this topic that measure. A gradual/sudden drop in the
are pending. value of this measure indicates a
processing bottle-neck on the queue.
Dispatched Indicates the number of Number
messages messages that were
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Measurement

Unit Interpretation

Measurement Description

measurement period.

Dispatched Indicates the rate at which | Messages/sec
messages rate the messages were
dispatched from this topic

during the last
measurement period.

Delivered messages | Indicates the number of Number A high value is desired for this
messages that were measure.

delivered from this topic
during the last
measurement period.

Delivered messages | Indicates the rate at which | Messages/sec
rate the messages were
delivered from this topic
during the last
measurement period.

Expired messages | Indicates the number of Number
messages that expired
during the last
measurement period.

Expired messages | Indicates the rate at which | Messages/sec
rate the messages expired
during the last
measurement period.

Moved messages Indicates the number of Number
messages that were
moved out of this topic
during the last
measurement period.

Moved messages Indicates the rate at which | Messages/sec
rate the messages were
moved out of this topic
during the last
measurement period.
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3.1.5 JEUS Thread Pools Test

To optimize performance and at the same time to support concurrent accesses from users, the
application server uses thread pools. It is critical to monitor a JEUS’s thread pools on an ongoing
basis. This is what exactly the JEUS Thread Pools test does. By continuously monitoring the
thread pools of the JEUS server, administrators can figure out the number of active threads in each
thread pool and the size of the thread pool. Additionally, this test also reveals the Using this test,
administrators can determine the thread pool containing the maximum number of active threads.

Target of the test : A JEUS Web Application server
Agent deploying the test : Aninternal agent

Outputs of the test : One set of results for each thread pool on the target server.

Configurable parameters for the test

Parameter Description

Test period How often should the test be executed

Host The host for which the test is to be configured.

Port The port at which the specified host listens. By default, this is 9736.

Username and To enable the eG agent to communicate and continuously monitor the target JEUS
Password server, the eG agent should be configured with the credentials of the admin user on the

server. In highly-secure environments, administrators may not want to expose the
credentials of the user possessing administrator privileges. In such environments, for
monitoring the JEUS application server, administrators have an option to create a new
user on the JEUS server and assign administrator privilege to that user. The steps to
create a new user with administrator privilege are explained in Section 1.4. This user
should also be granted permission to access the JNDI objects on the server such that
the eG agent can pull out performance metrics from the target server. To know how to
grant permission to access the resources, refer to Section 1.5.

Confirm Password  Confirm the Password by retyping it here.

Listener Port To collect metrics from the target server, the eG agent should be configured to use
JMX to connect to the JRE used by the target server and pull out the performance
metrics. By default, JMX support is enabled for the JRE used by the target server. The
JMX connector listens on port 9736, by default. Therefore, type 9736 as the Listener
Port. However, if the host is configured with multiple sever instances, then you should
specify the port number at which the JMX listens in your environment. Ensure that you
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Parameter Description

specify the same port that you configured while creating the listener (if required) using
the JEUS WebAdmin Console. To know the details on the listener port, refer to Section
1.3.

Export name The export name is the reference name of the RMI connector that is to be used as a
JMX connector. The procedure to obtain the export name is detailed in Section 1.3.
Specify the name of the export against this parameter.

Server name Provide the name of the sever instance that is being monitored in the Server Name text
box. Also, ensure that the JVM monitoring is enabled for the target server. To obtain the
name of the server instance, refer to Section 1.3.

Measurements made by the test

Measurement Description It\lnﬁ?tsurement Interpretation

Pool size Indicates the number of Number This measure is a good indicator of
threads in this pool. load on the thread pool. If the pool

size is high and the number of active
threads is low, it signifies that the
threads are not being destroyed
immediately after use.

Core pool size Indicates the current Number
number of core threads in
this pool.

Active pools Indicates the number of Number Comparing the value of this measure
threads that are currently across the thread pools helps
active in this pool. administrators identify the thread pool

containing the maximum number of
active threads.

Current tasks Indicates the number of Number This measure is a good indicator of
tasks processed by the how busy the pool was during the last
threads in this pool during measurement period.
the last measurement
period.

Maximum pool size | Indicates the maximum Number
number of threads allowed
in this pool.

Thread execution Indicates the time takento | Sec
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Measurement

Measurement Description Unit

Interpretation

time execute the threads in this
pool during the last
measurement period.

Queue waiting size | Indicates the number of Number
threads in this pool that are
currently waiting for tasks
in the queue.

Queue waiting time | Indicates the time duration | Sec
for which the threads were
waiting in this pool for task
execution.

3.2 The JEUS Connection Pools Layer

A connection pool is a cache of database connections maintained so that the connections can be
reused when future requests to the database are required. With the help of the JEUS Connection
Pool test mapped to it, this layer reveals how each connection pool configured on the server utilizes
the connections in it.

0 JEUS Connection Pools

A e JEUS Connection Pool

o adminServer

Figure 3.4: The tests mapped to the JEUS Connection Pools layer
3.2.1 JEUS Connection Pool Test

Sufficient free connections should be available in the connections pools on a JEUS web application
server, so that applications deployed on the server are able to communicate with the database
server without any interruption. If a connection pool runs out of free connections, then application-
database interactions will be adversely impacted, thereby significantly degrading application
performance. This is why, it is imperative that administrators continuously track the usage of
connection pools on the server, and proactively detect the shortage of free connections in any
connection pool. The JEUS Connection Pool test helps administrators in this regard!
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This test auto-discovers the connection pools on the server and monitors the usage of each
connection pool. This test periodically reports the number of connections that were created and
destroyed in each connection pool. Besides, this test accurately pinpoints the connection pool that is
being over-utilized and hence running out of free connections. In the process, this test also reports
the average time taken for a connection to be granted from each connection pool. Using this test,
administrators can easily figure out the connection pool that is busy.

Target of the test : A JEUS Web Application server
Agent deploying the test : Aninternal agent

Outputs of the test : One set of results for each connection pool on the target server.

Configurable parameters for the test

Parameter Description

Test period How often should the test be executed.

Host The host for which the test is to be configured.

Port The port at which the specified host listens. By default, this is 9736.

Username and To enable the eG agent to communicate and continuously monitor the target JEUS
Password server, the eG agent should be configured with the credentials of the admin user on the

server. In highly-secure environments, administrators may not want to expose the
credentials of the user possessing administrator privileges. In such environments, for
monitoring the JEUS application server, administrators have an option to create a new
user on the JEUS server and assign administrator privilege to that user. The steps to
create a new user with administrator privilege are explained in Section 1.4. This user
should also be granted permission to access the JNDI objects on the server such that
the eG agent can pull out performance metrics from the target server. To know how to
grant permission to access the resources, refer to Section 1.5.

Confirm Password  Confirm the Password by retyping it here.

Listener Port To collect metrics from the target server, the eG agent should be configured to use
JMX to connect to the JRE used by the target server and pull out the performance
metrics. By default, JMX support is enabled for the JRE used by the target server. The
JMX connector listens on port 9736, by default. Therefore, type 9736 as the Listener
Port. However, if the host is configured with multiple sever instances, then you should
specify the port number at which the JMX listens in your environment. Ensure that you
specify the same port that you configured while creating the listener (if required) using
the JEUS WebAdmin Console. To know the details on the listener port, refer to Section
1.3.
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Parameter Description

Export name The export name is the reference name of the RMI connector that is to be used as a
JMX connector. The procedure to obtain the export name is detailed in Section 1.3.
Specify the name of the export against this parameter.

Server name Provide the name of the sever instance that is being monitored in the Server Name text
box. Also, ensure that the JVM monitoring is enabled for the target server. To obtain the
name of the server instance, refer to Section 1.3.

Measurements made by the test

Measurement

Unit Interpretation

Measurement Description

Created connections | Indicates the number of Number
connections created in this
connection pool during the
last measurement period.

Used connections Indicates the number of Number
connections that were
utilized during the last
measurement period.

Free connections Indicates the number of Number Ideally, the value of this measure is
connections that are preferred to be high. A very low
available for use in this value of this measure could result
connection pool, in a shortage of connections in the

pool.

Connections used Indicates the percentage of | Percent
connections utilized in this
connection pool.

Total connections Indicates the total number | Number This measure is a good indicator of
of connections in this load on the connection pool.
connection pool during the
last measurement period.

Connection waiting | Indicates the time aclient | Sec A low value is desired for this

time has to wait before a measure.

connection was granted

i i Compare the value of this measure
from this connection pool.

across the connection pools to figure
out the connection pool that takes too
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Measurement

Description

Measurement
Unit

Interpretation

long to grant a connectioni.e., in other
words administrator can figure out the
connection pool that is too busy to
grant a connection.

connections

connections destroyed
during the last
measurement period.

Connection using Indicates the time for Sec
time which the connections of

this connection pool were

in use.
Connection waiting | Indicates the number of Number
queue connections of this

connection pool that were

waiting in the queue during

the last measurement

period.
Destroyed Indicates the number of Number

3.3 The JEUS EJBs Layer

The tests mapped to this layer helps administrators in monitoring the Stateless and Stateful session

bean containers and the nature of methods invoked on them.

0 JEUS Stateless Session Beans

Figure 3.5: The tests mapped to the JEUS EJBs layer

3.3.1 JEUS Stateful Session Bean Test

A stateful session bean is a type of enterprise bean, which preserve the conversational state with

client. A stateful session bean as per its name keeps associated client state in its instance variables.

EJB Container creates a separate stateful session bean to process client's each request. As soon as

request scope is over, statelful session bean is destroyed.
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This test monitors the stateful container and reports the number and nature of methods that were
invoked on each container. In the process, the test reports the status of the stateful session beans -
whether they have just been created, are in the 'ready' state, are in the 'passivate’ state, or have
been removed from the container. Additionally, this test also reveals insights on the EJB beans and
EJB objects in each statefull container.

Target of the test : A JEUS Web Application server
Agent deploying the test : Aninternal agent

Outputs of the test : One set of results for each stateful session bean container configured on the
target server being monitored.

Configurable parameters for the test

Parameter Description

Test period How often should the test be executed.

Host The host for which the test is to be configured.

Port The port at which the specified host listens. By default, this is 9736.

Username and To enable the eG agent to communicate and continuously monitor the target JEUS
Password server, the eG agent should be configured with the credentials of the admin user on the

server. In highly-secure environments, administrators may not want to expose the
credentials of the user possessing administrator privileges. In such environments, for
monitoring the JEUS application server, administrators have an option to create a new
user on the JEUS server and assign administrator privilege to that user. The steps to
create a new user with administrator privilege are explained in Section 1.4. This user
should also be granted permission to access the JNDI objects on the server such that
the eG agent can pull out performance metrics from the target server. To know how to
grant permission to access the resources, refer to Section 1.5.

Confirm Password  Confirm the Password by retyping it here.

Listener Port To collect metrics from the target server, the eG agent should be configured to use
JMX to connect to the JRE used by the target server and pull out the performance
metrics. By default, JMX support is enabled for the JRE used by the target server. The
JMX connector listens on port 9736, by default. Therefore, type 9736 as the Listener
Port. However, if the host is configured with multiple sever instances, then you should
specify the port number at which the JMX listens in your environment. Ensure that you
specify the same port that you configured while creating the listener (if required) using
the JEUS WebAdmin Console. To know the details on the listener port, refer to Section
1.3.
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Parameter Description

Export name The export name is the reference name of the RMI connector that is to be used as a
JMX connector. The procedure to obtain the export name is detailed in Section 1.3.
Specify the name of the export against this parameter.

Server name Specify the name of the target sever for which the JVM monitoring is enabled. To
obtain the name of the server, refer to Section 1.3.

Measurements made by the test

Measurement Description me‘:atsurement Interpretation

Create method calls | Indicates the number of Number
times the create method
was called on this
container during the last
measurement period.

Ready method calls | Indicates the number of Number Greater the value of this measure,
times the remedy method better will be the application
was called on this performance.
container during the last
measurement period.

Remove method Indicates the number of Number

calls number of times the
remove method was
invoked on this container
during the last
measurement period.

Passive method calls | Indicates the number of Number The container invokes the Passivate
number of times the method within the bean to provide the
passive method was bean with a chance to clean up its
invoked on this container resources, such as sockets held,
during the last database connections, and hash
measurement period. tables with static information. All

these resources can be reallocated
and re-created during the ejbActivate
method.

Active ejb objects Indicates the number of Number

ejb objects that are
currently active in this
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Measurement

Unit Interpretation

Measurement Description

container.

Remove ejb objects | Indicates the number of Number
ejb objects that were
removed from this
container during the last
measurement period.

Total ejb objects Indicates the total number | Number
of ejb objects in this
container.

Active ejb beans Indicates the number of Number A high value is desired for this

ejb beans that are measure. A low value indicates that
currently available for adequate beans are not available to
processing the client service the client requests.
requests.

Total ejb beans Indicates the total count of | Number
the ejb beans on this
container during the last
measurement period.

3.3.2 JEUS Thread Pools Test

To optimize performance and at the same time to support concurrent accesses from users, the
application server uses thread pools. It is critical to monitor a JEUS’s thread pools on an ongoing
basis. This is what exactly the JEUS Thread Pools test does. By continuously monitoring the
thread pools of the JEUS server, administrators can figure out the number of active threads in each
thread pool and the size of the thread pool. Additionally, this test also reveals the Using this test,
administrators can determine the thread pool containing the maximum number of active threads.

Target of the test : A JEUS Web Application server
Agent deploying the test : Aninternal agent

Outputs of the test : One set of results for each thread pool on the target server.
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Configurable parameters for the test

Parameter Description

Test period How often should the test be executed

Host The host for which the test is to be configured.

Port The port at which the specified host listens. By default, this is 9736.

Username and
Password

Confirm Password

Listener Port

Export name

Server name

To enable the eG agent to communicate and continuously monitor the target JEUS
server, the eG agent should be configured with the credentials of the admin user on the
server. In highly-secure environments, administrators may not want to expose the
credentials of the user possessing administrator privileges. In such environments, for
monitoring the JEUS application server, administrators have an option to create a new
user on the JEUS server and assign administrator privilege to that user. The steps to
create a new user with administrator privilege are explained in Section 1.4. This user
should also be granted permission to access the JNDI objects on the server such that
the eG agent can pull out performance metrics from the target server. To know how to
grant permission to access the resources, refer to Section 1.5.

Confirm the Password by retyping it here.

To collect metrics from the target server, the eG agent should be configured to use
JMX to connect to the JRE used by the target server and pull out the performance
metrics. By default, JMX support is enabled for the JRE used by the target server. The
JMX connector listens on port 9736, by default. Therefore, type 9736 as the Listener
Port. However, if the host is configured with multiple sever instances, then you should
specify the port number at which the JMX listens in your environment. Ensure that you
specify the same port that you configured while creating the listener (if required) using
the JEUS WebAdmin Console. To know the details on the listener port, refer to Section
1.3.

The export name is the reference name of the RMI connector that is to be used as a
JMX connector. The procedure to obtain the export name is detailed in Section 1.3.
Specify the name of the export against this parameter.

Provide the name of the sever instance that is being monitored in the Server Name text
box. Also, ensure that the JVM monitoring is enabled for the target server. To obtain the
name of the server instance, refer to Section 1.3.

57



Chapter 3: Monitoring JEUS Web Application Server

Measurements made by the test

Measurement

Description

Measurement
Unit

Interpretation

for which the threads were
waiting in this pool for task
execution.

Pool size Indicates the number of Number This measure is a good indicator of

threads in this pool. load on the thread pool. If the pool
size is high and the number of active
threads is low, it signifies that the
threads are not being destroyed
immediately after use.

Core pool size Indicates the current Number
number of core threads in
this pool.

Active pools Indicates the number of Number Comparing the value of this measure
threads that are currently across the thread pools helps
active in this pool. administrators identify the thread pool

containing the maximum number of
active threads.

Current tasks Indicates the number of Number This measure is a good indicator of
tasks processed by the how busy the pool was during the last
threads in this pool during measurement period.
the last measurement
period.

Maximum pool size | Indicates the maximum Number
number of threads allowed
in this pool.

Thread execution Indicates the time taken to | Sec

time execute the threads in this
pool during the last
measurement period.

Queue waiting size | Indicates the number of Number
threads in this pool that are
currently waiting for tasks
in the queue.

Queue waiting time | Indicates the time duration | Sec
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About eG Innovations

eG Innovations provides intelligent performance management solutions that automate and
dramatically accelerate the discovery, diagnosis, and resolution of IT performance issues in on-
premises, cloud and hybrid environments. Where traditional monitoring tools often fail to provide
insight into the performance drivers of business services and user experience, eG Innovations
provides total performance visibility across every layer and every tier of the IT infrastructure that
supports the business service chain. From desktops to applications, from servers to network and
storage, from virtualization to cloud, eG Innovations helps companies proactively discover, instantly
diagnose, and rapidly resolve even the most challenging performance and user experience issues.

eG Innovations is dedicated to helping businesses across the globe transform IT service delivery into
a competitive advantage and a center for productivity, growth and profit. Many of the world’s largest
businesses use eG Enterprise to enhance IT service performance, increase operational efficiency,
ensure IT effectiveness and deliver on the ROI promise of transformational IT investments across
physical, virtual and cloud environments.

To learn more visit www.eginnovations.com.

Contact Us

For support queries, email support@eginnovations.com.

To contact eG Innovations sales team, email sales@eginnovations.com.

Copyright © 2020 eG Innovations Inc. All rights reserved.

This document may not be reproduced by any means nor modified, decompiled, disassembled,
published or distributed, in whole or in part, or translated to any electronic medium or other means
without the prior written consent of eG Innovations. eG Innovations makes no warranty of any kind
with regard to the software and documentation, including, but not limited to, the implied warranties of
merchantability and fithess for a particular purpose. The information contained in this document is
subject to change without notice.

All right, title, and interest in and to the software and documentation are and shall remain the
exclusive property of eG Innovations. All trademarks, marked and not marked, are the property of
their respective owners. Specifications subject to change without notice.
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